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Abstract

Gross domestic product (GDP) is the most comprehensive and authoritative measure of economic
activity. The macroeconomic literature has focused on nowcasting and forecasting this measure
at the monthly frequency, using related high frequency indicators. We address the issue of
estimating monthly gross domestic product using a large dimensional set of monthly indicators,
by pooling the disaggregate estimates arising from simple and feasible bivariate models that
consider one indicator at a time in conjunction to GDP. Our base model handles mixed frequency
data and ragged-edge data structure with any pattern of missingness. Our methodology enables
to distill the common component of the available economic indicators, so that the monthly GDP
estimates arise from the projection of the quarterly figures on the space spanned by the common
component. The weights used for the combination reflect the ability to nowcast quarterly GDP
and are obtained as a function of the regularized estimator of the high-dimensional covariance
matrix of the nowcasting errors. A recursive nowcasting and forecasting experiment illustrates
that the optimal weights adapt to the information set available in real time and vary according
to the phase of the business cycle.

Keywords: Mixed–Frequency Data; Dynamic Factor Models; State Space Models; Shrinkage.



1 Introduction

This paper proposes a methodology for estimating a monthly indicator of the euro area economic
activity, in chained volumes and at market prices, based on the projection of unobserved monthly
gross domestic product (GDP) on the information provided by a high dimensional set of monthly
economic indicators.

GDP is the most comprehensive and authoritative aggregate measure of economic activity.
Its estimation involves processing different sources of information that need to be combined and
balanced. The amount of data and the complexity of the statistical process required to compile this
aggregate are such that it is currently not possible for statistical agencies to produce GDP estimates
in a more timely manner and at an higher observation frequency. Since 2016 Eurostat and the
European Union member states have started producing a new flash estimate of quarterly GDP, that
is made available 30 days after the end of the quarter. The methodology of the new flash estimate
is documented in Kokkinen and Wouters (2016). Despite these important recent developments, it is
crucial to provide an assessment of the current macroeconomic situation that goes beyond historical
estimation and that is able to “nowcast” current GDP in a timely and accurate way.

Nowcasting deals with predicting the current or recent aggregate state of the economy with
the aid of the available indirect information provided by a number of more timely high frequency
indicators. See Bańbura et al. (2011), who also point out that nowcasting is particularly relevant for
key macroeconomic variables such as GDP and the national accounts aggregates, which are released
with a nonignorable publication lag.

There have been several attempts at nowcasting GDP using related indicators: the class of
bridge models, see Baffigi et al. (2004), aims at obtaining predictions of quarterly GDP using
monthly indicators; a related approach, based on MIxed frequency DAta Sampling (MIDAS),
is considered by Kuzin et al. (2011). Rather than targeting quarterly GDP, it can be thought
more relevant for monitoring the current state of the economy to nowcast GDP at the monthly
frequency. Temporal disaggregation (distribution and interpolation) using dynamic regression is a
well established methoology for this purpose, see Chow and Lin (1971), Fernández (1981), Mitchell
et al. (2005), Stram and Wei (1986), Wei and Stram (1990), Proietti (2006), and the references
therein. We mention in passing that the flash estimate is an indirect estimate based on this class of
methods, and in particular the Chow-Lin regression method applied to annual GDP and quarterly
indicators.

Small dimensional dynamic factor models have been used by Mariano and Murasawa (2003), Frale
et al. (2011), and Aruoba et al. (2012). Other representative references for temporal disaggregation
by unobserved components models are Harvey and Chung (2000) and Moauro and Savio (2005).
A conditional regression approach based on the extraction of common factors that distill the
information contained in the monthly indicators has been adopted by Angelini et al. (2006). Their
approach differs from ours in that the common factors are estimated ex ante and independently of
GDP and subsequently temporal regression methods are applied.

For the euro area several high frequency, timely and representative indicators of the state of the
economy have been proposed. New Eurocoin is a monthly coincident indicator of economic growth
for the euro area Altissimo et al. (2010), published monthly by CEPR (www.cepr.org) and the
Bank of Italy. The European Commission (Directorate-General for Economic and Financial Affairs)
compiles the Economic Sentiment Indicator (ESI), a survey-based composite coincident indicator for
the timely assessment of socio–economic situation in the euro area. Euro–Sting, see Camacho and
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Pérez–Quirós (2010), is a monthly indicator of the euro area Gross Domestic Product (GDP), based
on a parametric dynamic factor model with mixed frequency data, constructed as an extension of
the model described in Mariano and Murasawa (2003). Density forecasting and nowcasting has
been considered by Aastveit et al. (2014), Mazzi et al. (2014) and Proietti et al. (2017).

For the U.S. economy, a monthly estimate of GDP growth is obtained by Schorfheide and Song
(2015) using a mixed frequency vector autoregressive model estimated with Bayesian methods under
a Minnesota-like prior. Monthly GDP estimates are under consideration by the NBER Business
Cycle Dating Committee see http://www.nber.org/cycles/recessions faq.html and Markit
(2008).

Against this background, the paper proposes an alternative methodology that takes the ‘big-data’
challenge that is inherent to the task, by pooling the estimates of monthly GDP that arise from
estimating all the possible bivariate models of GDP and a monthly indicator at a time, distilling the
co-movements between them. While the idea of pooling the estimates is not new, see, for instance,
Aastveit et al. (2014), among others, we take a new approach that is partly based on EuroMInd
(see Frale et al. (2011)), in that the estimate of monthly GDP satisfies the temporal aggregation
constraint, and arises from the projection of the unobserved monthly values on the space generated
by the common components of a large set of monthly economic and financial indicators. Rather
than performing a purposive selection of the indicators, all the monthly time series can potentially
contribute to the monthly estimates, and a composite indicator is distilled, pooling the results of
the individual disaggregate estimates, with weights that relate to the relevance of the indicator in
nowcasting GDP. Among the benefits of this new approach we stress the possibility of identifying
the contribution of the monthly indicators to the nowcasts and forecasts of monthly GDP and of
incorporating a large dimensional information set using a simple and effective bivariate dynamic
factor model.

The plan of the paper is the following. Section 2 deals with the specification of the bivariate
model. The estimation of the model and the alternative pooling strategies are outlined in section 3.
Section 4 illustrates the information set available. Section 5 presents the monthly GDP estimates,
conditional on the full available sample. The assessment of the alternative pooling strategies is
carried out by a recursive experiment aiming at nowcasting and forecasting GDP in real time,
described in section 6. The results are presented and commented in section 7. In section 8 we draw
some conclusions.

2 Estimation of Monthly GDP: Model Specification

Let yt, t = 1, . . . , n, denote unobservable GDP for month t, and let Yt = yt + yt−1 + yt−2 be the
moving sum of three consecutive monthly values. We observe quarterly GDP, i.e., Y3τ , at times
t = 3τ , τ = 1, . . . , ⌊n/3⌋, where ⌊·⌋ denotes integer division. Given the availability of N monthly
time series, {xit, i = 1, . . . , N, t = 1, . . . , n}, we aim at estimating monthly GDP in real time via its
projection on the information carried by the quarterly observed values and the monthly indicators.
Hence, our estimation target can be denoted

Et(yt) = E(yt|Yt,Xt), (1)

where Yt = {Y3τ , τ = 1, . . . , ⌊(t− δ)/3⌋} and Xit = {xi1, . . . , xi,t−δi}. Here, δ is delay in the release
of quarterly GDP and δi is that concerning the i-th indicator. Some elements of both Y and x may
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be missing and the set of indicators has a ragged-edge structure, depending on their production
schedule.

The estimator of (1) is the conditional mean averaging estimator

Êt(yt) =
N
∑

i=1

witÊ(yt|Yt,Xit), (2)

where Ê(yt|Yt,Xit), i = 1, . . . , N, arises from a Gaussian bivariate model embodying the common
factor structure of the series, presented in section 2, estimated by maximum likelihood with the
support of the Kalman filter and associated real time estimation filter. The Gaussianity assumption
can be given up, so that (1) are interpreted as optimal linear projections, conditional on the specified
model.

The weights {wit} are possibly time-varying and are chosen so as to minimize the mean square
nowcast error, as will be discussed in more details in section 3.2.

2.1 Co-movements in economic indicators

We assume that the monthly indicators xit are difference stationary processes with drift mi,

xit = xi,t−1 +mi + zit, zit = χit + ξit, i = 1, . . . , N, (3)

with an approximate factor structure, see Forni et al. (2000) and Forni and Lippi (2001), so that
the changes, zit, are the sum of a common component χit, which can be written as a dynamic
linear combination of common factors, and an idiosyncratic component ξit. The common factors are
pervasive, affecting all the series, whereas the idiosyncratic component is either specific to the i-th
series, or weakly correlated across a finite number of time series. The two components are assumed
to be orthogonal.

The notion that economic time series are characterized by substantial co-movements which can
be ascribed by a small number of common factors has found successful application for the analysis
and for the prediction of key macroeconomic variables, see Forni et al. (2009) and Forni et al. (2018).

The key assumption of our methodology is that unobserved monthly GDP lies in the space
spanned by the common components χit, for every t. This space is represented in figure 1 with a
filled circle. This is motivated by the fact that GDP arises from the cross-sectional aggregation
of many time series, even more than we will consider in our high-dimensional application, so that
the idiosyncratic components has been averaged out, and GDP will result from the aggregation of
the common component. The generic monthly indicator xit is represented by the solid circle. The
portion outside the filled circle is its idiosyncratic component, which is shared only with a small
number of ‘neighbouring’ indicators. The remaining indicators are represented by the dotted circles
and ellipses.

We now proceed to formulate the bivariate model of (xit, yt) that will be used to project quarterly
GDP on the space spanned by the common components. By considering all the possible bivariate
models, we will obtained N projections that are later aggregated to recover the underlying monthly
GDP series.
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Figure 1: The space spanned by the common factors is represented by the filled circle. GDP lies in
this space. The dotted circles represent the economic indicators. The area outside the filled circle is
the idiosyncratic component.

2.2 The Complete Data Monthly Bivariate Model

Let us assume for the moment that we are able to observe GDP at the monthly frequency. The
complete data model for the i-th monthly indicator, xit, and monthly GDP, yt, embodies the notion
that the two variables display comovements that are due to the presence of common dynamic factors:

[

xit
yt

]

=

[

xi,t−1

yt−1

]

+

[

mi

m

]

+

[

1
θ

]

χit +

[

ξit
ξyt

]

, t = 1, ..., n,

χit = φχi,t−1 + ηt − ϑηt−1, ηt ∼ IID N(0, σ2
η),

[

ξit
ξyt

]

∼ IID N

((

0
0

)

,

(

σ2
i 0
0 σ2

y

))

.

(4)

In (4) m is the drift in monthly GDP. The comovements between the two series result from sharing
the common component of the monthly indicator, χit, which is modelled according to an ARMA(1,1)
process driven by Gaussian random disturbances; we restrict φ in the open interval (0, 1) and ϑ in
[0, 1]. The coefficient θ is the loading of GDP on the common component of the i-th indicator, while
ξyt, captures the variation of the GDP that is not shared by the monthly indicator: in particular,
it is the part of GDP related to the remaining indicators and orthogonal to xit, represented in 1
by the area of the big circle external to the xit circle. The assumptions that the ξit and ξyt are
mutually independent follows from the structure of our model. On the contrary, serial independence
is imposed for identifiability of the model. In principle, we can encompass the case when the
two series are cointegrated, which arises for ϑ = 1 and σ2

i = σ2
y = 0; however, we do not expect

cointegration, as xit will load on a few, but not all, common factors.
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3 Estimation of Monthly GDP: Inference and Model Averaging

3.1 Maximum likelihood estimation and signal extraction

The statistical treatment of the model (4) is based on its state space form, which is presented in
appendix A.1. This is modified to take temporal aggregation into account, see appendix A.2, and
to process the series sequentially. The Kalman filter applied to the modified state space model
computes the one- and multi-step predictions of the series, the prediction errors and their variances,
enabling the evaluation of the likelihood. Maximum likelihood estimation of the hyperparameters
is carried out by a quasi-Newton algorithm. Estimates of the unobserved components in real
time and conditional on the full sample are computed by suitable real time and smoothing filters.
Appendix A presents a set of algorithms that are customised to perform estimation and signal
extraction, including the estimation of monthly GDP via the conditional mean Ê(yt|Yt,Xit) (real
time estimation) and Ê(yt|Yn,Xin) (historical estimation), taking into account temporal aggregation
and ragged–edge data structures. The algorithms rely on the univariate treatment of a multivariate
state space model, also referred to as sequential processing, see Anderson and Moore (1979). Our
treatment is prevalently based on Koopman and Durbin (2000) coupled with the augmentation
approach by de Jong (1991) to handle diffuse initial condition and the estimation of fixed effects.

Notice that if θ = 0, then yt is independent of the i-th monthly indicator and has a random walk
representation. Hence, the Kalman filter and smoothing algorithms associated with this specification
would deliver disaggregate estimates of monthly GDP that coincide with those delivered by the
Fernández (1981) method.

3.2 Model averaging: the weighting schemes

All possible bivariate models considering the available monthly indicators xit, i = 1, . . . , N, are
estimated. This delivers N potential estimates of monthly GDP, Ê(yt|Ys,Xis), i = 1, . . . , N , with
s denoting the time of the conditioning information set. These are averaged to form an ensemble
estimate, which is our projection of observed GDP onto the space of the common factors. Two
alternative weighting schemes are considered.

3.2.1 Deviance-based averaging and screening

The first is based on a two-step procedure rooted in sure independence screening for variable
selection, see Fan and Lv (2008) and Chen et al. (2018).

The first step is the initial screening of the variable based on the conditional deviance of GDP.
It is adopted to screen out indicators with dominating idiosyncratic component, for which the
contribution of χit is small compared to ξit. These variable would contribute more to the variance
of the estimate than to the reduction of the bias, due to the increase of the coverage of the common
component. This approach is also motivated by Boivin and Ng (2006), who point out that when
the idiosyncratic component of the xit’s are either the dominant source of variation and/or are
cross-correlated, variable selection can improve the forecasting ability of a dynamic factor model.
The same may hold for nowcasting monthly GDP.

For the i-th indicator a version of the Kalman filter (based on sequential processing, see appendix
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A.3) delivers the deviance measure:

Di = −2

⌊n/3⌋
∑

τ=1

ln f(Y3τ |Y3τ−1,Xi,3τ ), i = 1, . . . , N, (5)

where f(Y3τ |Y3τ−1,Xi,3τ ) is the Gaussian nowcast density of quarterly GDP, conditional on the
available past information on GDP, consisting of the quarterly values up to quarter τ − 1, and the
monthly values of the i-th indicator available up to the current time, t = 3τ .

Letting D0 = −2
∑⌊n/3⌋

τ=1 ln f(Y3τ |Y3τ−1), which results from fitting the univariate monthly model
yt = yt−1 + m + ξyt, to the quarterly GDP series, the screening rule is such that the indicators
for which exp(D0 −D1) > cN are selected. The threshold cN can be selected by crossvalidation,
or it can be set equal to the 1 − α/N quantile of a chi-square distribution with 1 degree of
freedom. Alternatively, we could select the K best performing models (in the sequel we will consider
K = 10, 30, 50. We notice in passing that setting wi proportional to the deviance of the selected
indicators would be equivalent to post-selection model averaging according to exponential AIC or
BIC weights, see Buckland et al. (1997), Burnham and Anderson (2002) and Claeskens and Hjort
(2008), as the number of parameters of the bivariate models remains constant.

3.2.2 High-Dimensional Optimal Nowcast averaging

The optimal weights for combining the nowcasts Ê(yt|Yt,Xit) can be derived from the theory of
forecast averaging, see Bates and Granger (1969) and the recent work on model averaging marginal
conditional mean estimates by Li et al. (2015).

Let νiτ = Y3τ − E(Y3τ |Y3τ−1,Xi,3τ ), i = 1, . . . , N , denote the nowcasting error that is observable,
as it referes to the prediction of quarterly GDP using the information avalable in real time. The aim
is that of combining the individual conditional means in such a way that the combined estimator
has minimum mean square error. Then, if Ω̂N denotes a positive definite estimator of the covariance
matrix of the real time prediction error νiτ , i = 1, . . . , N . The optimal weights of the linear
combination, subject to the constraint

∑

iwi = 1, are given by the elements of the vector

ŵ =
Ω̂

−1
N i

i′Ω̂
−1
N i

, (6)

where i is an N × 1 vector of 1’s. However, the sample covariance matrix of νiτ is singular, since it
is estimated using a number of quarterly observations that is smaller than N (this is even more
true if the weights are allowed to vary locally in a rolling forecasting exercise).

For Ω̂N we consider the optimal linear shrinkage estimator by Ledoit and Wolf (2004a, 2004b),
such that the generic element is obtained as a weighted linear combination of the sample covariance
and a shrinkage target covariance, denoted ω̃ij :

Ω̂ij,N = {(1− λ)σ̂ν,ij + λω̃ij , i, j = 1, . . . N} . (7)

In the above expression σ̂ν,ij = 1
T

∑

τ (νiτ − ν̄i)(νjτ − ν̄j) is the sample covariance, T being the
number of quarterly nowcast error, λ ∈ [0, 1] is the shrinkage intensity, and the shrinkage target is
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estimated by assuming a compound symmetry covariance structure:

ω̃ij =

{

σ̂ν,ii, i = j
r̄
√

σ̂ν,ii
√

σ̂ν,jj , i 6= j
,

which postulates that the prediction errors have the same variance and are equally correlated with
correlation coefficient r̄ = 2

(N−1)N

∑N−1
i=1

∑N
j=i+1

σ̂ij√
σ̂ν,ii

√
σ̂ν,jj

. Compound symmetry implies that

the N nowcasting errors share a single common factor.
The parameter λ is estimated by minimizing the mean square nowcast error, e.g., performing a

grid search over the unit interval or applying the closed form estimator by Ledoit and Wolf (2004a),
reported in appendix B.

The choice of the shrinkage target has the following motivation: if λ gets close to one and the
accuracy of the individual nowcasts or forecasts is the same, as measured by their prediction error
variance, and equal weights averaging is optimal. Otherwise, if the prediction error variance is
different, the weights take also into account the precision of the nowcast or forecast, with some
shrinkage towards the average. If λ is less than one than the weights take into consideration also
the correlation structure of the prediction errors. This prevents overrepresenting in the weighted
average class of indicators that are more easily available, such as the soft indicators arising from
consumer and business surveys.

4 The information set

The euro area GDP series is available at chained volumes from the National Quarterly Accounts
compiled by Eurostat. Its observation frequency is quarterly; as for its publication schedule, it
is released with a delay of one month for GDP (preliminary flash estimates) and 45 days (flash
estimate) from the end of the reference quarter. These estimates are subsequently revised in the
two successive months (respectively 65 and 100 days from the end of the quarter); only the final
estimate is included in the published time series.

For estimating a monthly indicator of GDP we have collected N = 523 monthly indicators,
selected from the Europa database according to the following criteria. The first criterion is a
geographical one: we considered time series referring to the eurozone (19 countries) and its four
largest economies: France (FR), Germany (DE), Italy (IT) and Spain (ES). Secondly, we aimed at
achieving ample coverage of economic sectors (industry, construction, trade), expenditure (sales and
consumer sentiment), monetary and financial conditions, the labour market, prices and business
sentiment and expectations. The third criterion was timeliness and availability.

The selected monthly indicators are listed in appendix C, grouped according to their measurement
domain: Building Permits and Civil Engineering (BP), Consumer Survey based Confidence Indicators
(CS), Consumer Price Indices (CPI), Unemployment Rates (UR), Industrial Production (IP),
Industry and Construction Surveys (ICS), Monetary and Financial Aggregates (MFA), Producer
Price Index (PPI) and Turnover and Retail Sales (RS). Appendix C also reports the publication
delay with respect to the reference month. The monetary and financial aggregates are compiled
with a publication delay of around 30 days from the closing of the reference month. The time series
in the IP and RS measurement domains are released about 45 days after the end of the reference
month. Other indicators, such as those for construction and the labour market have a publication
delay of about 70 days. The most timely are CS and ICS, the so-called soft indicators, which are
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made available at the end of the reference month.
Figure 2 displays the distribution of the monthly indicators by country and measurement domain.

It is evident that the information set is unbalanced: the Eurozone and Spain are underrepresented,
with about 12% and 14% of the total number of time series, respectively. The measurement domains
that are over represented are the soft indicators (CS and ICS) and industrial production (IP). The
dataset has a ragged-edge structure, as the series may start at a later date and the availability of
the latest values depends on the publication schedule. In general, most of the series start from
January 1996, some from January 1998 (e.g. the Harmonized Unemployment Rate series) a few
after January 2000. The quarterly GDP time series is available in chained volumes from the first
quarter of 1996 up to the last quarter of 2018. The data were downloaded from the Datastream
database on April 30, 2019. The estimate of GDP for the first quarter of 2019 was not yet available,
being still preliminary.

Figure 2: Number of monthly indicators by geographical area and measurement domain.

5 Monthly GDP estimates for the euro area

Monthly GDP estimates, conditional on the information provided by each indicator and the available
quarterly GDP figures, are produced by the state space methodology applied to the bivariate model
(4), as outlined in section 2. All the results were obtained using Ox 7 (64–bit version) (see Doornik,
2009). The N different estimates are combined in this section to produce the historical estimates

Ên(yt) =
N
∑

i=1

witÊ(yt|Yn,Xin), t = 1, . . . , n,
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using weights proportional to the conditional likelihood of the observed quarterly GDP series,
wi ∝ exp(Di/2), where Di is given in (5).

The left panel of figure 3 displays the monthly GDP estimates Ên(yt) (solid line) and the
individual estimates Ê(yt|Yn,Xin) (dotted lines). Within the available sample, the individual
monthly GDP esimates satisfy the temporal aggregation constraints: Y3τ =

∑2
j=0 Ê(y3τ−j |Yn,Xin),

and this properties extends to their weighted average. The estimates display some variability around
their average, which is higher during the great recession (2008-2009) and at the end of the sample.
In fact, the last three estimates are nowcasts: the coefficient of variation of the estimate of monthly
GDP of March 2019 is about 0.14%.

The right panel displays the estimated monthly series of annual growth rates,

100[Ê(yt|Yn,Xin)/Ê(yt−12|Yn,Xin)− 1],

for i = 1, . . . , N, (dots) and their weighted average (solid line). The variability is relatively small:
the average standard error within the sample is about 0.03, and at the end of the sample the
nowcasting standard deviation is 0.14.

Figure 3: Monthly historical estimates of GDP at market prices - chained volumes 2010 (left) and
yearly growth rates (right). The solid line blue line represents the weighted average, where the
weights are proportional to the conditional likelihood, wi ∝ exp(−0.5Di).

The weights for combining the individual estimates are presented in figure 4. Different colors
delimit the measurement domains in which the monthly indicators are divided. A zero weight in
the plot reflects estimation failure (the optimization routine failed to converge); it may be due to
the nature of the indicator, which may be available for a very short period or it may be heavily
contaminated by outliers. It is worth noticing that the indicators belonging to the Industrial
Production (green) and Turnover and Retail Sale (orange) sectors receive higher weights.

The selection of the weights for the aggregation of the individual cross-sectional estimates is a
fundamental issue. As we will discuss in the next section, weighting according to the ability to
explain the observed GDP figures is suitable for historical estimation, i.e., for a static problem
involving a batch of time series. This can obscure the role of the available information as it accrues
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to the econometrician, over-emphasizing the role of industrial production and turnover. Further
insight into the issue can be obtained by performing a real time nowcasting experiment, which is
the topic of the next section.

0
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7

8
10

-3

Figure 4: Likehood-based weights for the cross-sectional aggregation of the monthly GDP conditional
mean estimates, wi ∝ exp(−0.5Di).

6 Description of the pseudo real-time experiment

A recursive nowcasting and forecasting experiment has been conducted that mimics what a forecaster
would perform in real time to track the dynamics of GDP. Unfortunately, the vintages of GDP
estimates are available only starting from April 2016, which is the time when the new flash estimate
was introduced, and thus our exercise can be considered only as a pseudo real time one, in the sense
that rather than using the GDP and indicators data available at the time we condition on the final
estimates compiled by Eurostat. While the revision of the monthly indicators is a minor problem
and the size of the GDP revisions are much smaller than in the U.S., it would nevertheless be
interesting to perform an analysis similar to Clements and Galvão (2017) for the euro area, which
we leave for future research, when a longer record of the GDP vintages will be available.
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The design of the recursive nowcasting and forecasting experiment carefully replicates the flow
of economic information available in three typical situations, positioned at the end of the three
months making up the quarter. The exercise starts at the end of January 2006 and terminates
in December 2018. In the test sample, for every month m, m = 1, 2, 3, of reference quarter τ
we evaluate Ê(y3τ−j |Yt,Xit), for j = 0, 1, 2, where t = 3(τ − 1) +m, i.e., the estimated monthly
GDP for the 3 consecutive months making up the quarter, using the information available at the
end of the m-th month of the reference quarter. Hence, we construct the nowcast of quarterly
GDP, Ŷτ =

∑2
j=0 Ê(y3τ−j |Yt,Xit), and compare it to the actual GDP value to get the nowcasting

error ν
(m)
iτ , i = 1, . . . , N . Furthermore, we evaluate the forecasts of the value of GDP for the three

monthls making up the next quarter τ + 1, Ê(y3(τ+1)−j |Yt,Xit), for j = 0, 1, 2, aggregate them

and compute the one-quarter-ahead forecast error referred to quarterly GDP, ν
(m)∗
i,τ+1. The nowcast

and one-quarter-ahead forecast errors constitute the basis for the aggregation weights and for the
assessment of the methodology.

More specifically, starting from 2006 up to December 2018, we use the available data in real time
to estimate recursively the bivariate models (4) and construct three sets of forecasts within a given
quarter, obtained as follows.

❼ The first nowcast and forecast are made at the end of the first month of the reference quarter
(m = 1, i.e., January, April, July and October). The information available on the GDP of the
reference quarter can be labelled as a “Small Information” set, since only the soft indicators
(CS and ICS) are available up to the current month, whereas the hard indicators are available
according to a ragged edge structure, such that, e.g., industrial production is available up
to the last month of the previous quarter. As far as the target series is concerned, the flash
estimate of the GDP of quarter τ − 1 has been just published; since this is not available for a
large part of the test sample (it becomes available only from April 2016), we replace it by the
quarterly GDP figure published by Eurostat. Hence, the information set includes also the
GDP series up to the previous quarter (τ − 1). The status of the information available in the
first situation is visualized in figure 5.

❼ The second nowcast and forecast are made the last day of the second month of the reference
quarter (m = 2, i.e., February, May, August and November). The information set available is
illustrated in figure 6; we refer to this as a “Medium Information” setting: along with the
information on soft indicators, relative to the first and second month of the reference quarter,
producer and consumer prices, and monetary and financial aggregates for the first month of
the quarter become available. Moreover, the monthly information concerning quarter τ − 1 is
complete, except for building permits and production in construction.

❼ The third nowcast and forecast are made at the end of the reference quarter (m = 3, March,
June, September and December). A “Large Information” set is available on the reference
quarter: not only the information on the previous quarter is complete, but also that concerning
the current quarter is relatively rich, featuring the index of industrial production and retail
sales for the first month of the quarter. See also figure 7.
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Figure 5: Information available at the end of month m = 1 of the reference quarter for nowcasting
and forecasting GDP of quarters τ and τ + 1, respectively. The coloured squares signify that the
information referring to the j-th month of the quarters τ − 1 and τ is available at the time of
producing the nowcast and forecast.
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7 Empirical results

We evaluate the performance of the individual bivariate models and of the different cross-sectional
aggregation scheme by the ability of nowcasting and forecasting one-step-ahead quarterly GDP
in the test sample ranging from the beginning of 2006 to the end of 2018. The structure and the
output of the recursive scheme are summarized in table 1: the first column is time at which the
nowcast and forecast are made; the nature of the information set that is used is described in the
second column. The third and fourth column state the estimated target variable, which is quarterly
GDP.

Table 1: Recursive scheme for nowcasting and forecasting quarterly GDP

Month Information set Nowcast Forecast

Jan-06 Small Ŷ2006:Q1 Ŷ2006:Q2

Feb-06 Medium Ŷ2006:Q1 Ŷ2006:Q2

Mar-06 Large Ŷ2006:Q1 Ŷ2006:Q2

Apr-06 Small Ŷ2006:Q2 Ŷ2006:Q3

May-06 Medium Ŷ2006:Q2 Ŷ2006:Q3

Jun-06 Large Ŷ2006:Q2 Ŷ2006:Q3
...

...
...

Dec-18 Large Ŷ2018:Q4 Ŷ2019:Q1

NOTE: the first column reports the time at which the nowcast and forecast are
made; the nature of the information set available is described in the second column.
The third and fourth column state the estimated target variable, which is quarterly
GDP, indexed by the reference year and quarter.

The N nowcasts and forecasts are averaged according to different schemes.

1. Averaging according to the conditional deviance in the training sample: the weights are
proportional to exp(−0.5Di), where Di is computed according to 5, computed recursively
on the training sample from 1996 to the time of the nowcast and forecast in table 1. Four
different selection methods are investigated:

(a) DEVN : all the N time series are considered.

(b) DEV10: only the series with the 10 largest weights are considered.

(c) DEV30: only the series with the 30 largest weights are considered.

(d) DEV50: only the series with the 50 largest weights are considered.

2. Minimum mean square error weights using the Ledoit and Wolf (LW) estimator of error
covariance matrix in the test sample. To produce the nowcast and the forecast the data
available at time t are split into an training sample, used for fitting the bivariate models 4,
and a test sample, consisting of the last three years of data before time t, which are used for
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estimating the covariance matrix according to 7. The optimal weights are obtained according
to 6. The shrinkage intensity is estimated by a grid search and using the closed form estimator
by Ledoit and Wolf (2004a).

3. Simple averaging: all the series receive the same weight, 1/N .

The temporally aggregated nowcasts and forecasts of quarterly GDP are then compared using as
a benchmark a univariate AR(p) model that is fitted to the quarterly changes of GDP, whose order
is selected according to the Bayesian Information Criterion (BIC). Since three years of data are used
to estimated the weights for the second averaging scheme, the evaluation sample is 2008:Q1-2018:Q4.

Table 2 reports the root mean square error (RMSE) of the different averaging schemes relative
to the AR benchmark. The columns S, M, L, stand for small, medium and large information,
respectively, and refer to the size of the information available at the time of the forecast (month
m = 1, 2, 3, of the reference quarter, see section 6). Numbers less than one imply that the method
under consideration outperforms the benchmark.

As far as nowcasting is concerned, all the averaging methods outperform the benchmark. As it is
expected, their performance improves systematically as m increases, i.e., as the information set on
the reference quarter gets larger. Simple averaging (panel C of table 2) produces about the same
results as deviance based averaging considering all the series (DEVN , first line of panel A). Variable
screening according to the smallest conditional deviance yields a sizable reduction in the nowcasting
error. Among the first class of averaging schemes the most effective is DEV10, the nowcast based
on the best performing 10 bivariate models, according to the conditional deviance in equation (5):
when a large information set is available on the reference quarter, the root mean square error is
two thirds of the benchmark. The best performing nowcast is obtained with the optimal weights
in equation (6) estimated by the Ledoit and Wolf (2004a) methodology. The value of the closed
form estimator of the shrinkage parameter, see appendix B, varies according to the recursive sample
between 0.3 and 0.4, meaning that the compound symmetry shrinkage target does play a role in
determining the cross-sectional aggregation weights. The reduction in the RMSE is quite sizable
and statistically significant, when compared to the benchmark.

For forecasting GDP of quarter τ + 1 using the information sets outlined in section 6, which
include the GDP of quarter τ − 1, the averaging schemes based on the in-sample performance
(deviance, panel A) and equal weights averaging (panel C) do not outperform the benchmark,
which is now represented by the two-step-ahead univariate ARIMA(1,1,0) predictor of quarterly
GDP. Howerever, when the weights are estimated on the basis of the out-of-sample performance,
as for the Ledoit and Wolf estimator reported in panel B, significant improvements arise. The
best performance is obtained by adopting the Ledoit and Wolf (2004a) closed form estimator of
λ. For m = 1 (small information concerning the previous quarter) and m = 2, 3 (medium and
large information) the RMSE reduction is about one fifth and one fourth, respectively, which is
indicative of the fact that large accuracy gains can arise from averaging the N individual forecasts
by a suitable weighting scheme.

To get more insights about the relative performance of the different predictors over time, figure 8
displays the 3-year rolling RMSE of the best performing nowcasting (left panels) and forecasting
(right panels) methods belonging to the first and second class of averaging methods, for m = 1, 2, 3,
as well as the rolling RMSE of the AR benchmark. It should be noticed that the first point shown
in each graph refers to the RMSE of the years 2008-2010, which include the great recession. The
subsequent data points are also affected by the sovereign debt crisis. This explains why there is a
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Table 2: RMSE of the nowcasting and forecasting exercise

PANEL A: Deviance based averaging

Nowcasting Forecasting

S (m = 1) M (m = 2) L (m = 3) S (m = 1) M (m = 2) L (m = 3)

DEVN 0.859 0.835 0.804❹ 1.052 1.027 0.993
DEV10 0.864 0.785❹ 0.666❸ 1.071 1.012 0.898
DEV30 0.862 0.798❹ 0.681❸ 1.064 1.021 0.924
DEV50 0.853 0.793❹ 0.695❸ 1.049 1.006 0.916

PANEL B: Ledoit - Wolf Optimal weights

Nowcasting Forecasting

S (m = 1) M (m = 2) L (m = 3) S (m = 1) M (m = 2) L (m = 3)

OPTλ=0.1
LW 0.771 0.744 0.674❹ 0.880 0.807 0.770❹

OPTλ=0.2
LW 0.750❹ 0.718❹ 0.659❸ 0.852 0.785 0.756❹

OPTλ=0.3
LW 0.747❹ 0.710❹ 0.654❸ 0.846 0.783❹ 0.758❹

OPTλ=0.4
LW 0.750❹ 0.709❹ 0.653❸ 0.849 0.791❹ 0.766❹

OPTλ=0.5
LW 0.756❹ 0.713❹ 0.656❸ 0.856 0.804❹ 0.779❹

OPTλ=0.6
LW 0.764❹ 0.720❹ 0.662❸ 0.868 0.823 0.797❹

OPTλ=0.7
LW 0.775❹ 0.731❹ 0.671❸ 0.885 0.847 0.821❹

OPTλ=0.8
LW 0.790❹ 0.748❹ 0.687❸ 0.911 0.880 0.852

OPTλ=0.9
LW 0.814❹ 0.775❹ 0.715❸ 0.953 0.929 0.899

OPTλ∗

LW 0.730❹ 0.712❹ 0.666❸ 0.833 0.777❹ 0.751❹

PANEL C: Simple Average

Nowcasting Forecasting

S (m = 1) M (m = 2) L (m = 3) S (m = 1) M (m = 2) L (m = 3)

0.856 0.840 0.814 1.046 1.028 0.998

NOTE: The entries in the table are the relative RMSE of each model over the AR benchmark selected
recursively by BIC, computed in the test sample going from the first quarter of 2008 to the last quarter
of 2018. An entry less than one indicates that the corresponding model outperforms the AR benchmark.
The best performance across all models for a given forecast horizon appears in bold. ‡(†) indicates a
p-value smaller than 0.1 (0.05), for the Diebold-Mariano test of the null hypothesis of equal forecasting
accuracy with respect to the AR benchmark.

17



step in the RMSE in all the plots. It is evident from the plot that the accuracy gains associated
with LW averaging over DEV averaging are larger during the the great recession and the the
sovereign debt crises. Also, the former outperforms the benchmark almost uniformly. When it
comes to forecasting, the best DEV averaging scheme shows the worst performance during the years
2008-2010.

Hence, it remains to explain why combining the same ingredients in a different way, forecast
averaging yields so different results. In particular, it is interesting to understand which variables
have largely contributed in reducing the nowcasting and forecasting errors, in what period and most
importantly why, see Bok et al. (2018). The big picture can be obtained from the word clouds
displayed in figure 9, which are constructed by attributing a larger font size and different colors
to the series depending on the average weight wi across the test sample, used to construct the
nowcasts (the results for forecasting are not qualitatively dissimilar and are omitted). The most
used variables are shown in red. Panels (a)-(c) refer to the best performing DEV averaging method
and are populated mostly, if not exclusively, by a subset of monthly indicators belonging to the
industrial production set, which remains stable as the information set becomes richer (m = 1, 2, 3).
Panels (d)-(f) refer to the best performing LW averaging scheme. Interestingly, in the first and
second month of the quarter the information that is more relevant for nowcasting GDP is carried
monthly indicators belonging to CS and ICS, like business expectations. When information enlarges
(m = 3), so that industrial production for the first month of the reference quarter is available (see
figure 7), the indicators of the IP group become prominent. A likely cause of the differences between
the two averaging schemes lies in the fact that the weights of the DEV consider the historical
performance of the N nowcasting models, whereas the LW averaging scheme estimates the weights
on the basis of the out-of-sample predictive performance.

Additional insight is obtained by figure 10, which displays the heatmaps of the cross-sectional
aggregation weights for nowcasting and forecasting GDP over the test period, using a small
information set (m = 1); similar considerations applying to the other values of m. The distribution
of the nowcasting weights is rather sparse, with an important role played by the industry and
construction surveys, in particular during period up to 2012 including the great recession and the
sovereign debt crisis; consumer confidence, turnover and retail sales, and industrial production tend
to receive more relevance towards the end of the sample. As far as the forecasting weights are
concerned, the distribution of the weights is less sparse. ICS and CS play a lesser role, especially
for the last part of the sample and industrial production is more informative. The DEV averaging
weights, not reported for brevity, are much more heterogeneous and stable, concentrating on the IP
indicators.

8 Conclusions

The paper has proposed a model averaging methodology for nowcasting and forecasting monthly
GDP with high-dimensional time series, which, given the availability of a large number N of monthly
indicators, pools the estimates of monthly GDP arising from the N bivariate models of GDP and
each indicator in turn. The bivariate model is a mixed-frequency dynamic factor model, that
incorporates the temporal aggregation constraints.

We have considered alternative model averaging strategies and conducted a recursive forecasting
experiment for their assessment, which enables the following conclusions to be drawn.
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Figure 8: 3-year rolling RMSEs of best performing DEV averaging method (solid line), LW averaging method (solid line with circles) and AR benchmark (dash
and dotted line). Panels (a), (b) and (c) refer to the nowcasting performance using the information sets available at month m = 1, 2, 3, of the reference quarter,
respectively. Panels (d), (e) and (f) to the one-quarter-ahead predictions using the information sets available at month m = 1, 2, 3, respectively.
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INDL. PROD. - CONSTR. (SA)

INDL. PROD. - IND EXCL ENERGY & CNSTR

INDL. PROD. - (REBASED) 
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INDL. PROD. - MFG

EURO INTERBANK OFFERED RATE - 3-MONTH (MEAN)
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(e)

INDL. PROD. - EXCLUDING CONSTR.
INDL. T/O INDEX: ENERGY

INDL. PROD. - IND EXCL FBT
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INDL. PROD. - CONS. GOODS 
INDL. PROD. - IND INCL CNSTR

INDL. PROD. - IND EXCL ENERGY & CNSTR

INDL. PROD. - INTERM GOODS

DEFLATED T/O: WHOLESALE OF AGL RAW MATLS & LIVE ANIMALS

MFG: BUS EXPECT IN 6MO

INDL. PROD. - IND EXCL CNSTR

MFG (EXCL FBT): BUS EXPECT IN 6MO

INDL. PROD. - INT. GOODS 

INDL. PROD. - MFG

INDL. PROD. - MANUF. OF MOTOR VEHICLES, TRAILERS, SEMITRAILERS

INDL. PROD. - MANUF. OF WOOD AND PAPER PRODUCTS

INDL. PROD. - MFG EXCL CNSTR & FBT

INDL. PROD. - FAB MTL PRDS EXCL MACH & EQP

EK UNEMPLOYMENT: PERSONS UNDER 25 YEARS OLD 

CONS. SVY: MAJOR PURCHASE INTENTIONS - BALANCE

INDL. PROD. - INTERM & CAP. GOODS

FR HUR HOMMES (AGES 15-24) 

INDL. PROD. - MINING & IND EXCL FBT

INDL. PROD. - (REBASED) 

HCPI - GLASSWARE, TABLEWARE & HOUSEHOLD UTENSILS

ES HUR HOMMES (AGES 16-24) 

CNSTR IND: BUS EXPECT IN 6MO

INDL. PROD. - INDL. PROD. - CONSTR.

INDL. PROD. - MFG

INDL. PROD. - MINING & QUAR
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INDL. PROD.

INDL. PROD. - IND
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INDL. PROD. - CHEMS & CHEM PRDS
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ES HUR HOMMES (ALL AGES) 
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EK UNEMPLOYMENT: MEN OVER 25 YEARS OLD 
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MFG: BUS CLIMATE
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(f)

Figure 9: Each figure shows a cloud of words related to the variable names used in the forecasting exercise (January 2008 - December 2018). Panels (a), (b) and
(c) refer to the nowcasting performance using the information sets available at month m = 1, 2, 3, of the reference quarter, respectively. Panels (d), (e) and (f) to the
one-quarter-ahead predictions using the information sets available at month m = 1, 2, 3, respectively.
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(a) (b)

Figure 10: Best performing LW averaging method: heatmaps of the cross-sectional aggregation weights in the test sample
for producing the nowcast (a) and the forecast (b), on the basis of the information set available in month m = 1 of quarter τ .

The optimal model averaging strategy depends on the objective of the analysis. While
for historical estimation of monthly GDP the weights can be validly obtained by the in
sample predictive performance, as measured by the conditional deviance of the quarterly GDP
estimation error, for nowcasting and forecasting GDP in real time the best pooling method
estimates the minimum mean square error weights using a Ledoit and Wolf estimator of the
out-of-sample prediction error covariance matrix.

The optimal combinations of the individual nowcasts and forecasts need to adapt to the
information available at the time the prediction is made: for instance, if the target is
nowcasting the GDP of the current quarter and the prediction is made at the end of the
first month of the quarter, the consumer and business survey indicators provide preliminary
and timely indication of the most recent evolution, and thus receive more weight, compared
to when the nowcast is made at the end of the quarter, for which the information on hard
indicators has already accrued.

The optimal weights vary according to the phase of the business cycle. During the great
recession and the sovereign debt crisis the soft indicators played a more relevant role, providing
a more timely signal of adverse economic conditions.

While soft indicators can make up for the missing information on hard indicators for nowcasting,
their role is less relevant for forecasting.

The adoption of the unweighted average is not supported by the empirical evidence: while this
is often considered as a standard in the context of forecast combination, in our case it proves
suboptimal for nowcasting and forecasting GDP in real time, as the information available has
a different role.
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The advantages of our approach are twofold: it makes it feasible handling a very large number of
time series, as the same model is estimated as many times as there are indicators in an efficient and
timely way. Secondly, it is possible to assess the role of the indicators by evaluating the weight by
which they concur to the estimation of monthly GDP. This evaluation has lead to several interesting
discoveries.

We plan to extend this approach to produce monthly estimates of the individual GDP components,
by output and expenditure type, and to obtain an indirect GDP estimate by aggregating the GDP
components according to the the annual overlap method, that is used in the production of the
national accounts, and that ensures the consistency in cross-sectional aggregation with the published
total GDP at market prices. The direct and indirect approaches can be performed in conjunction
and compared. The obvious advantage of the indirect approach is the ability to decompose the
sources of growth (growth accounting).

Another important extension deals with density forecasting with many potential indicators,
following Aastveit et al. (2014) and Proietti et al. (2017). In particular, the nowcasting and
forecasting densities arising from the bivariate models could be aggregated according to approach
introduced by Gneiting and Ranjan (2013).
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A Statistical treatment

A.1 State space representation of the bivariate complete data model

The state space representation of the monthly model (4) is constructed as follows. We start from
the state space model for the ARMA(1,1) common component χit:

χit = e′gt, gt = Tχgt−1 + ϑηt, (8)

where

e =

[

1
0

]

, Tχ =

[

φ 1
0 0

]

, ϑ =

[

1
ϑ

]

.

Let us denote yt = [xit yt]
′, m = [mi m]′ and ξt = [ξit ξyt]

′. Then (4) is written

yt = yt−1 +m+ ϑe′gt + ξt
= yt−1 +m+ ϑe′Tχgt−1 + ϑηt + ξt,

where the second line follows by direct substitution from 8.
Defining

αt =





yt

gt
ξt



 , β =

[

y0

m

]

, ǫt =

[

ηt
ξt

]

,

and the system matrices Z = [I 0 0],

T =





I ϑe′Tχ 0

0 Tχ 0

0 0 0



 , W =





0 I

0 0

0 0



 , H =





ϑ I

ϑ 0

0 I



 ,

we obtain the state space form of the complete model (4),

yt = Zαt, αt = Tαt−1 +Wβ +Hǫt, (9)

where the second equation holds for t = 2, . . . , n. The initial state vector is

α1 = W1β +Hǫ̃1, (10)

where

W1 =





I I

0 0

0 0



 , ǫ̃ =

[

e′g1
ξ1

]

,

so that ǫ̃ ∼ N
(

0, diag
(

σ2
η

[

1 + (φ+ ϑ)2/(1− φ2)
]

, σ2
i , σ

2
y

))

.
The elements of β are taken as diffuse, in accordance to de Jong (1991), i.e. it is assumed that

β ∼ N(0,V), where V−1 converges to a zero matrix.
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A.2 Temporal aggregation

The SSF of the monthly model is now modified so as to take into account temporal aggregation. The
second element of the vector yt = [xit, yt]

′, corresponding to the GDP component, is not observed
at time t, but at times t = 3τ, τ = 1, 2, . . . , [n/3], we observe the quarterly total

Yτ = y3τ + y3τ−1 + y3τ−2,

where τ denotes the quarters and [·] denotes integer division.
To incorporate this observational constraint, following Harvey (1989) we define the cumulator

variable, yct :

yct = ρty
c
t−1 + yt, ρt =







0, if t = 3(τ − 1) + 1,

1, otherwise.

At times t = 3τ this coincides with the (observed) aggregated series, so that only a systematic
sample of yct is available for the month corresponding to the end of the quarter (March, June,
September and December).

Partitioning Z = [z1, z2]
′, substituting yt = z′2αt in the expression for yct , and using (9) gives

yct = ρty
c
t−1 + z′2Tαt−1 + z′2Wβ + z′2Hǫt. The cumulator yct is then used to create new augmented

state and observation vectors, α∗
t and y

†
t , respectively:

α∗
t =

[

αt

yct

]

, y
†
t =

[

xit
yct

]

.

The relevant SSF has measurement and transition equations given respectively by:

y
†
t = Z∗α∗

t , α∗
t = T∗

tα
∗
t−1 +W∗

tβ +H∗ǫt, (11)

where the latter holds for t = 2, . . . , n. The system matrices are

Z∗ =

[

z′1 0
0′ 1

]

, T∗
t =

[

T 0

z′2T ρt

]

,

W∗
t =

[

W

z′2W

]

, H∗ =

[

H

z′2H

]

.

(12)

For t = 1 the state vector is
α∗

1 = W∗
1β +H∗ǫ̃1, (13)

with

W∗
1 =

[

W1

z′2W1

]

.

A.3 Estimation

The state space model (11)–(12) is linear and, assuming that the disturbances have a Gaussian
distribution, the unknown parameters can be estimated by maximum likelihood using the prediction
error decomposition performed by the Kalman filter. Given the parameter values, the Kalman filter
and smoother (KFS) will provide the minimum mean square error estimates of the states α∗

t . See
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Harvey (1989), Durbin and Koopman (2012), and the next section for details.
The KFS thus also provides the best linear estimate of the sequence {yct , t = 1, . . . , n}, given the

available observed time series. The estimates of yct can be then “decumulated” using yt = yct −ρty
c
t−1,

so as to be converted into estimates of yt, i.e. the monthly indicator of the GDP component.
Note that, in order to take temporal aggregation into account, the 2×1 vectors with observations

y
†
t , t = 1, . . . , n, have been defined in section A.2, such that the series in second position is missing

systematically in the first and second month of each quarter.
The sequential processing estimation method is based on converting the original multivariate

state space model into a univariate one. The measurement equation for the i-th element of the
vector y†

t is:

y†t,i = z∗
′

i α
∗
t,i, t = 1, . . . , n, i = 1, 2, (14)

where z∗
′

i denotes the i-th row of Z∗. Notice also that y†t,1 = xit. The transition equation is

α∗
t,1 = T∗

tα
∗
t−1,N +W∗

tβ +H∗ǫt,1, i = 1,

α∗
t,i = α∗

t,i−1, i = 2,
(15)

with ǫt,1 ∼ N(0,Σǫ), Σǫ = diag(σ2
η, σ

2
i , σ

2
y) =. The state space form is completed by the specification

of the initial state vector, that, according to (13), is written as α∗
1,1 = W∗

1β+H∗
1ǫ̃1,1, where Var(ǫ̃1,1)

is equal to Σǫ̃ = diag
(

σ2
η

[

1 + (φ+ ϑ)2/(1− φ2)
]

, σ2
i , σ

2
y

)

, which was given at the end of Section A.2.
Using the state space model (14) and (15), the Kalman filter with sequential processing can be
applied to obtain the predictions of the state vector and its estimation error covariance matrix.
Estimation of the unknown parameters is carried out by the maximum likelihood via the prediction
error decomposition. These algorithms, as well as the algorithms for obtaining the real–time and
smoothed estimates of the state vector α∗

t,i, and its covariance matrix P∗
t,i, are illustrated in this

appendix.

A.4 Augmented Kalman filter with sequential processing

The augmented Kalman filter computes recursively the predictions of the state vector and its
covariance matrix. Estimation of the unknown parameters is carried out by the maximum likelihood
via prediction error decomposition.

The augmented Kalman filter, accounting for the presence of missing values, is given by the
following definitions and recursive formulae. The initial conditions are set equal to

a∗1,1 = 0, A∗
1,1 = W∗

1, P
∗
1,1 = H∗

1Σǫ̃H
∗′

1 , q1,1 = 0, s1,1 = 0, S1,1 = 0, no = 0, d1,1 = 0.

The initial state vector can be thus written as α∗
1,1 = a∗1,1 +A∗

1,1β +H∗
1ǫ̃1,1. Then, for t = 1, . . . , n,
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i = 1, . . . , N − 1, if y†t,i is observed:

νt,i = y†t,i − z∗
′

i a
∗
t,i, V′

t,i = −z∗
′

i A
∗
t,i,

ft,i = z∗
′

i P
∗
t,iz

∗
i , Kt,i+1 = P∗

t,iz
∗
i /ft,i,

a∗t,i+1 = a∗t,i +Kt,i+1νt,i, A∗
t,i+1 = A∗

t,i +Kt,i+1V
′
t,i,

P∗
t,i+1 = P∗

t,i −Kt,i+1K
′
t,i+1ft,

qt,i+1 = qt,i + ν2t,i/ft,i, dt,i+1 = dt,i + ln ft,i,

st,i+1 = st,i +Vt,iνt,i/ft,i, St,i+1 = St,i +Vt,iV
′
t,i/ft,i,

no = no + 1.

(16)

Vt,i is a vector with 4 elements; A∗
t,i is a (M+1)× (4) matrix, and no counts the number of effective

observations. Else, if y†t,i is missing:

a∗t,i+1 = a∗t,i, A∗
t,i+1 = A∗

t,i,

P∗
t,i+1 = P∗

t,i,

qt,i+1 = qt,i, dt,i+1 = dt,i,
st,i+1 = st,i, St,i+1 = St,i.

(17)

Then, for i = 2, if y†t,N is observed:

νt,N = y†t,N − z∗
′

Na∗t,N , V′
t,N = −z∗

′

NA∗
t,N ,

ft,N = z∗
′

NP∗
t,Nz∗N , Kt+1,1 = T∗

t+1P
∗
t,Nz∗N/ft,N ,

a∗t+1,1 = T∗
t+1a

∗
t,N +Kt+1,1νt,N , A∗

t+1,1 = W∗
t+1 +T∗

t+1A
∗
t,N +Kt+1,1V

′
t,N ,

P∗
t+1,1 = T∗

t+1P
∗
t,NT∗′

t+1 +H∗ΣǫH
∗′ −Kt+1,1K

′
t+1,1ft,N ,

qt+1,1 = qt,N + ν2t,N/ft,N , dt+1,1 = dt,N + ln ft,N ,

st+1,1 = st,N +Vt,Nνt,N/ft,N , St+1,1 = St,N +Vt,NV′
t,N/ft,N ,

no = no + 1.
(18)

Else, if y†t,N is missing:

a∗t+1,1 = T∗
t+1a

∗
t,N , A∗

t+1,1 = W∗
t+1 +T∗

t+1A
∗
t,N ,

P∗
t+1,1 = T∗

t+1P
∗
t,NT∗′

t+1 +H∗ΣǫH
∗′ ,

qt+1,1 = qt,N , dt+1,1 = dt,N ,
st+1,1 = st,N , St+1,1 = St,N .

(19)

The diffuse estimate of the vector β, and its covariance matrix, are, respectively,

β̂ = S−1
n+1,1sn+1,1, Var(β̂) = S−1

n+1,1. (20)

The diffuse likelihood, based on de Jong (1991) and denoted L∞, takes the expression:

L∞ = −0.5
[

dn+1,1 + (no −K) ln(2π) + ln |Sn+1,1|+ qn+1,1 − s′n+1,1S
−1
n+1,1sn+1,1

]

. (21)

The latter is maximised with respect to the unknown parameters.
Diagnostics and goodness of fit for the GDP component are based on the conditional innovations,
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that are given by ν̃t,i = νt,i + V′
t,iS

−1
t,i st,i, for i = 2, with variance f̃t,i = ft,i + V′

t,iS
−1
t,i Vt,i. The

innovations have the following interpretation: ν̃t,i = y†t,i − E(y†t,i|Y
†
t−1, y

†
t,j , j < i), where Y

†
t denotes

the information set {y†
1, . . . ,y

†
t}. The standardised innovations, ν̃t,i/

√

f̃t,i can be used to check for
residual autocorrelation and departure from the normality assumption.

A.5 Real–time and smoothed estimates

This appendix explains how the real–time and smoothed estimates of the state vector α∗
t,i and

its covariance matrix P∗
t,i are obtained, based on the quantities derived from the Kalman filter

recursions presented in Appendix A.4.
The filtered, or real–time, estimates of the state vector and its estimation error matrix are given

by:
α̃∗

t,i = E(α∗
t |Y†

t−1, y
†
t,j , j ≤ i), P̃∗

t,i = Var(α∗
t |Y†

t−1, y
†
t,j , j ≤ i).

If y†t,i is observed and i < N , these quantities are computed as follows:

α̃∗
t,i = a∗t,i +A∗

t,iS
−1
t,i+1st,i+1 +P∗

t,iz
∗
i ν̃t,i/ft,i, P̃∗

t,i = P∗
t,i +A∗

t,iS
−1
t,i+1A

∗′

t,i −P∗
t,iz

∗
i z

∗′

i P
∗
t,i/ft,i.

For i = N,

α̃∗
t,N = a∗t,N+A∗

t,NS−1
t+1,1st+1,1+P∗

t,Nz∗N ν̃t,N/ft,N , P̃∗
t,N = P∗

t,N+A∗
t,NS−1

t+1,1A
∗′

t,N−P∗
t,Nz∗Nz∗

′

NP∗
t,N/ft,N .

For i = 1, α̃∗
t,i coincides with the one–step–ahead prediction α̃∗

t,i+1 = E(α∗
t |Y†

t−1, y
†
t,j , j ≤ i) as

the transition equation is α∗
t,i = α∗

t,i−1, i = 2. For i = 2,

α̃∗
t+1,1 = a∗t+1,1 +A∗

t+1,1S
−1
t+1,1st+1,1 +P∗

t+1,1z
∗
1ν̃t,N/ft,N ,

P̃∗
t+1,1 = P∗

t+1,1 +A∗
t+1,1S

−1
t+1,1A

∗′
t+1,1 −P∗

t+1,1z
∗
1z

∗′
1 P

∗
t+1,1/ft,N ,

are respectively the one–step–ahead prediction α̃∗
t+1,1 = E(α∗

t+1|Y
†
t−1) and the predictive variance

P̃∗
t+1,1 = Var(α∗

t+1|Y
†
t−1). The corresponding expressions for y†t,i missing are straightforward.

The smoothed estimates are obtained from the augmented smoothing algorithm proposed by
de Jong (1988), appropriately adapted here to handle missing values and sequential processing of the

observations. Defining rn,2 = 0,Rn,2 = 0,Nn,2 = 0, for t = n, . . . , 1, and i = 2, 1, if y†t,i is available:

Lt,i = I−Kt,iz
∗′
i

rt,i−1 = z∗i νt,i/ft,i + Lt,irt,i, Rt,i−1 = z∗iV
′
t,i/ft,i + Lt,iRt,i,

Nt,i−1 = z∗i z
∗′
i /ft,i + Lt,iNt,iL

′
t,i.

Else, if y†t,i is missing,
rt,i−1 = rt,i, Rt,i−1 = Rt,i, Nt,i−1 = Nt,i,

rt−1,N = T∗′

t+1rt,i, Rt,i−1 = T∗′

t+1Rt,i, Nt,i−1 = T∗′

t+1Nt,iT
∗
t+1.
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The smoothed estimates are obtained as follows:

α̃∗
t|n = a∗t,1 +A∗

t,1β̂ +P∗
t,1(rt−1,N +Rt−1,N β̂),

P∗
t|n = P∗

t,1 +A∗
t,1S

−1
n+1A

∗′
t,1 −P∗

t,1Nt−1,NP∗
t,1,

where β̂ is as defined in (20).

B Optimal estimator of the shrinkage intensity parameter

Ledoit and Wolf (2004a) have derived the optimal estimator of the shrinkage intensity parameter
λ ∈ [0, 1].

Let qij,τ = (νiτ − ν̄i)(νjτ − ν̄j)− σ̂ij and define

π̂ij =
1

T

∑

τ

q2ij,τ , t̂ii,ij =
1

T

∑

τ

qii,τqij i, j = 1, . . . , N,

π̂ =

N
∑

i

N
∑

j

π̂ij , ρ̂ =

N
∑

i=1

π̂ii +

N
∑

i=1

N
∑

j=1,j 6=i

r̄

2

(

√

σ̂jj
σ̂ii

t̂ii,ij +

√

σ̂ii
σ̂jj

t̂jj,ij

)

,

and

γ̂ =
N
∑

i=1

N
∑

j=1

(σ̂ij − ω̃ij)
2,

where π̂ estimates the sum of the variances of the elements of the sample covariance matrix, ρ̂
estimates the sum of the asymptotic covariances of the elements of the shrinkage target with those
of the sample covariance matrix, and γ̂ estimates the deviation of the shrinkage target from the
sample covariance matrix. Then, a consistent estimator of λ is

λ∗ = max

{

0,min

{

1

T

π̂ − ρ̂

γ̂
, 1

}}

.
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C List of monthly indicators

Hereby we provide the complete list of the monthly indicators used for the estimation of the euro
area monthly GDP. The third column provides the reference area and the last column the publication
delay in months with respect to their reference month.

N Description Area Timing

Group 1: Industry & Construction Survey (ICS)

1 INDUSTRY EMPLOYMENT EXPECTATIONS Euro Zone -1
2 INDUSTRY EXPORT ORDER-BOOK LEVELS Euro Zone -1
3 INDUSTRY ORDER-BOOK LEVELS Euro Zone -1
4 INDUSTRY SVY: MFG - SELLING PRICE EXPECTATIONS Euro Zone -1
5 SERVICES PRICE EXPECTATION IN MONTHS AHEAD Euro Zone -1
6 INDUSTRY PRODUCTION EXPECTATIONS Euro Zone -1
7 INDUSTRY PRODUCTION TREND Euro Zone -1
8 INDUSTRY SVY: MFG - STOCKS OF FINISHED PRODUCTS Euro Zone -1
9 RETAIL PRICE EXPECTATION IN MONTHS AHEAD Euro Zone -1
10 CONSTRUCTION LIMITS TO ACTIVITY - DEMAND Euro Zone -1
11 CONSTRUCTION LIMITS TO ACTIVITY - LABOUR Euro Zone -1
12 CONSTRUCTION LIMITS TO ACTIVITY - WEATHER Euro Zone -1
13 CONSTRUCTION PRICE EXPECTATIONS Euro Zone -1
14 INDUSTRY EXPORT ORDER BOOK POSITION Euro Zone -1
15 INDUSTRY PRODUCTION TRENDS IN RECENT MTH. Euro Zone -1
16 INDUSTRY SELLING PRC. EXPECT. MTH.AHEAD Euro Zone -1
17 RETAIL EMPLOYMENT Euro Zone -1
18 RETAIL ORDERS PLACED WITH SUPPLIERS Euro Zone -1
19 CONSTRUCTION SYNTHETIC BUSINESS INDICATOR France -1
20 BUS.SVY.: CONSTRUCTION SECTOR - CAPACITY UTILISATION RATE France -1
21 CONSTRUCTION ACTIVITY EXPECTATIONS France -1
22 CONSTRUCTION PRICE EXPECTATIONS France -1
23 CONSTRUCTION UNABLE TO INCREASE CAPACITY France -1
24 CONSTRUCTION WORKFORCE CHANGES France -1
25 CONSTRUCTION WORKFORCE FORECAST CHANGES France -1
26 MFG OUTPUT - ORDER BOOK & DEMAND France -1
27 MFG OUTPUT - ORDER BOOK & FOREIGN DEMAND France -1
28 MFG OUTPUT - PERSONAL OUTLOOK France -1
29 AUTO IND - ORDER BOOK & DEMAND France -1
30 AUTO IND - ORDER BOOK & FOREIGN DEMAND France -1
31 AUTO IND - PERSONAL OUTLOOK France -1
32 BASIC & FAB MET PDT EX MACH & EQ - PERSONAL OUTLOOK France -1
33 ELE & ELEC EQ, MACH EQ - FINISHED GOODS INVENTORIES France -1
34 ELE & ELEC EQ, MACH EQ - ORDER BOOK & DEMAND France -1
35 ELE & ELEC EQ, MACH EQ - ORDER BOOK & FOREIGN DEMAND France -1
36 ELE & ELEC EQ, MACH EQ - PERSONAL OUTLOOK France -1
37 MFG OUTPUT - PRICE OUTLOOK France -1
38 MFG OF CHEMICALS & CHEMICAL PDT-ORDER BOOK & DEMAND France -1
39 MFG OF CHEMICALS & CHEMICAL PDT-PERSONAL OUTLOOK France -1
40 MFG OF FOOD PR & BEVERAGES - ORDER BOOK & DEMAND France -1
41 MFG OF FOOD PR & BEVERAGES - ORDER BOOK & FOREIGN DEMAND France -1
42 MFG OF FOOD PR & BEVERAGES - PERSONAL OUTLOOK France -1
43 MFG OF TRSP EQ - FINISHED GOODS INVENTORIES France -1
44 MFG OF TRSP EQ - ORDER BOOK & DEMAND France -1
45 MFG OF TRSP EQ - ORDER BOOK & FOREIGN DEMAND France -1
46 MFG OF TRSP EQ - PERSONAL OUTLOOK France -1
47 OTH MFG, MACH & EQ RPR & INSTAL - ORD BOOK & DEMAND France -1
48 OTH MFG, MACH & EQ RPR & INSTAL - ORD BOOK & FGN DEMAND France -1
49 OTH MFG, MACH & EQ RPR & INSTAL - PERSONAL OUTLOOK France -1
50 OTHER MFG - ORDER BOOK & DEMAND France -1
51 OTHER TRSP EQ - PERSONAL OUTLOOK France -1
52 RUBBER, PLASTIC & NON MET PDT - ORDER BOOK & DEMAND France -1
53 RUBBER, PLASTIC & NON MET PDT - ORDER BOOK & FGN DEMAND France -1
54 RUBBER, PLASTIC & NON MET PDT - PERSONAL OUTLOOK France -1
55 TOTAL INDUSTRY - ORDER BOOK & DEMAND France -1
56 TOTAL INDUSTRY - ORDER BOOK & FOREIGN DEMAND France -1
57 TOTAL INDUSTRY - PERSONAL OUTLOOK France -1
58 TOTAL INDUSTRY - PRICE OUTLOOK France -1
59 WOOD & PAPER, PRINT & MEDIA - ORD BOOK & FGN DEMAND France -1
60 TRADE & IND: BUS CLIMATE, INDEX Germany -1
61 TRADE & IND: BUS SIT, INDEX Germany -1
62 TRADE & IND: BUS EXPECT IN 6MO, INDEX Germany -1
63 TRADE & IND: BUS CLIMATE, INDEX Germany -1
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64 TRADE & IND: BUS SIT, INDEX Germany -1
65 TRADE & IND: BUS CLIMATE, INDEX Germany -1
66 CNSTR IND: BUS CLIMATE, INDEX Germany -1
67 MFG: BUS CLIMATE, INDEX Germany -1
68 MFG: BUS CLIMATE, INDEX Germany -1
69 MFG CONS GDS: BUS CLIMATE, INDEX Germany -1
70 MFG CONS GDS: BUS CLIMATE, INDEX Germany -1
71 MFG (EXCL FBT): BUS CLIMATE, INDEX Germany -1
72 WHSLE (INCL MV): BUS CLIMATE, INDEX Germany -1
73 MFG: BUS SIT, INDEX Germany -1
74 MFG: BUS SIT, INDEX Germany -1
75 MFG CONS GDS: BUS SIT, INDEX Germany -1
76 MFG (EXCL FBT): BUS SIT, INDEX Germany -1
77 MFG (EXCL FBT): BUS SIT, INDEX Germany -1
78 CNSTR IND: BUS EXPECT IN 6MO, INDEX Germany -1
79 CNSTR IND: BUS EXPECT IN 6MO, INDEX Germany -1
80 MFG: BUS EXPECT IN 6MO, INDEX Germany -1
81 MFG: BUS EXPECT IN 6MO, INDEX Germany -1
82 MFG CONS GDS: BUS EXPECT IN 6MO, INDEX Germany -1
83 MFG CONS GDS: BUS EXPECT IN 6MO, INDEX Germany -1
84 MFG (EXCL FBT): BUS EXPECT IN 6MO, INDEX Germany -1
85 MFG (EXCL FBT): BUS EXPECT IN 6MO, INDEX Germany -1
86 RT (INCL MV): BUS EXPECT IN 6MO, INDEX Germany -1
87 WHSLE (INCL MV): BUS EXPECT IN 6MO, INDEX Germany -1
88 IFO EMPLOYMENT BAROMETER IN TRADE AND INDUSTRY Germany -1
89 CONSTRUCTION SECTOR - CONFIDENCE INDEX Italy -1
90 BUS SVYS: CNSTR SECT- BUS, LEVEL OF CONSTRUCTION PLANS Italy -1
91 BUS SVYS: CNSTR SECT- BUS, LEVEL OF CONSTRUCTION ACT Italy -1
92 BUSINESS CONFIDENCE INDICATOR Italy -1
93 BUSINESS CONFIDENCE INDICATOR - INVESTMENT GOODS Italy -1
94 BUSINESS CONFIDENCE INDICATOR - CONSUMER GOODS Italy -1
95 BUSINESS CONFIDENCE INDICATOR - INT. GOODS Italy -1
96 BUSINESS CONFIDENCE INDICATOR - NORTH WEST ITALY Italy -1
97 BUSINESS CONFIDENCE INDICATOR - CENTRAL ITALY Italy -1
98 BUSINESS CONFIDENCE INDICATOR - SOUTHERN ITALY Italy -1
99 BUS.SVY.: ORDER BOOKS, NET Italy -1
100 BUS.SVY.: ORDER BOOKS - DOMESTIC, NET Italy -1
101 BUS.SVY.: ORDER BOOKS - EXPORT, NET Italy -1
102 BUS.SVY.: ORDER BOOKS IN NEXT 3MOS., NET Italy -1
103 BUS.SVY.: PRODUCTION LEVEL, NET Italy -1
104 BUS.SVY.: PRODUCTION IN NEXT 3MOS., NET Italy -1
105 BUS.SVY.: SELLING PRICE IN NEXT 3MOS., NET Italy -1
106 BUS.SVY.: ORDER BOOKS, NORTH WEST ITALY Italy -1
107 BUS.SVY.: ORDER BOOKS - DOMESTIC, NORTH WEST ITALY Italy -1
108 BUS.SVY.: PRODUCTION LEVEL, NORTH WEST ITALY Italy -1
109 BUS.SVY.: ORDER BOOKS IN NEXT 3MOS., NORTH WEST ITALY Italy -1
110 BUS.SVY.: PRODUCTION IN NEXT 3MOS., NORTH WEST ITALY Italy -1
111 BUS.SVY.: ORDER BOOKS, CENTRAL ITALY Italy -1
112 BUS.SVY.: ORDER BOOKS - DOMESTIC, CENTRAL ITALY Italy -1
113 BUS.SVY.: ORDER BOOKS - EXPORT, CENTRAL ITALY Italy -1
114 BUS.SVY.: PRODUCTION LEVEL, CENTRAL ITALY Italy -1
115 BUS.SVY.: ORDER BOOKS IN NEXT 3MOS., CENTRAL ITALY Italy -1
116 BUS.SVY.: PRODUCTION IN NEXT 3MOS., CENTRAL ITALY Italy -1
117 BUS.SVY.: ORDER BOOKS, SOUTHERN ITALY Italy -1
118 BUS.SVY.: ORDER BOOKS - DOMESTIC, SOUTHERN ITALY Italy -1
119 BUS.SVY.: ORDER BOOKS - EXPORT, SOUTHERN ITALY Italy -1
120 BUS.SVY.: PRODUCTION LEVEL, SOUTHERN ITALY Italy -1
121 BUS.SVY.: ORDER BOOKS IN NEXT 3MOS., SOUTHERN ITALY Italy -1
122 BUS.SVY.: PRODUCTION IN NEXT 3MOS., SOUTHERN ITALY Italy -1
123 INT. GOODS: TOTAL ORDER BOOKS - BALANCE Italy -1
124 INT. GOODS: DOMESTIC ORDER BOOKS - BALANCE Italy -1
125 INT. GOODS: EXPORT ORDER BOOKS - BALANCE Italy -1
126 INT. GOODS: PRODUCTION - BALANCE (NXT 3 MOS.) Italy -1
127 INT. GOODS: CASH AVAILABILITY - BALANCE Italy -1
128 INT. GOODS: ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
129 INT. GOODS: DOMESTIC ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
130 INT. GOODS: SELLING PRICES - BALANCE (NXT 3 MOS.) Italy -1
131 INT. GOODS: CASH AVAILABILITY - BALANCE (NXT 3 MOS.) Italy -1
132 CAPITAL GOODS: TOTAL ORDER BOOKS - BALANCE Italy -1
133 CAPITAL GOODS: DOMESTIC ORDER BOOKS - BALANCE Italy -1
134 CAPITAL GOODS: EXPORT ORDER BOOKS - BALANCE Italy -1
135 CAPITAL GOODS: PRODUCTION - BALANCE (NXT 3 MOS.) Italy -1
136 CAPITAL GOODS: ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
137 CAPITAL GOODS: DOMESTIC ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
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138 CAPITAL GOODS: SELLING PRICES - BALANCE (NXT 3 MOS.) Italy -1
139 CAPITAL GOODS: ECONOMIC SITUATION - BALANCE (NXT 3 MOS.) Italy -1
140 CAPITAL GOODS: CASH AVAILABILITY - BALANCE (NXT 3 MOS.) Italy -1
141 CONSUMER GOODS: TOTAL ORDER BOOKS - BALANCE Italy -1
142 CONSUMER GOODS: EXPORT ORDER BOOKS - BALANCE Italy -1
143 CONSUMER GOODS: PRODUCTION - BALANCE (NXT 3 MOS.) Italy -1
144 CONSUMER GOODS: CASH AVAILABILITY - BALANCE Italy -1
145 CONSUMER GOODS: ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
146 CONSUMER GOODS: DOMESTIC ORDER BOOKS - BALANCE (NXT 3 MOS.) Italy -1
147 CONSUMER GOODS: SELLING PRICES - BALANCE (NXT 3 MOS.) Italy -1
148 CONSUMER GOODS: ECONOMIC SITUATION - BALANCE (NXT 3 MOS.) Italy -1
149 CONSUMER GOODS: CASH AVAILABILITY - BALANCE (NXT 3 MOS.) Italy -1
150 MFG: CASH AVAILABILITY - BALANCE Italy -1
151 MFG: CASH AVAILABILITY - BALANCE (NXT 3 MOS.) Italy -1
152 NEW ORDERS: INDUSTRY Spain -1
153 ORDER BOOK LEVEL: INDUSTRY Spain -1
154 ORDER BOOK LEVEL: FOREIGN - INDUSTRY Spain -1
155 ORDER BOOK LEVEL: INVESTMENT GOODS Spain -1
156 ORDER BOOK LEVEL: INT. GOODS Spain -1
157 FINISHED PRODUCT LEVEL: STOCKS - INDUSTRY Spain -1
158 PRODUCTION LEVEL - INDUSTRY Spain -1
159 PRODUCTION: FORECAST - INVESTMENT GOODS Spain -1
160 PRODUCTION: FORECAST - INT. GOODS Spain -1
161 ORDER BOOK FORECAST: DOMESTIC - INVESTMENT GOODS Spain -1
162 ORDER BOOK LEVEL: DOMESTIC - INVESTMENT GOODS Spain -1

Group 2: Consumer Surveys (CS)

163 CONSUMER CONFIDENCE INDICATOR Euro Zone -1
164 CNS SVY: ECONOMIC SITUATION LAST 12 MTH. Euro Zone -1
165 CNS SVY: FUTURE UNEMPLOYMENT EVOL France -1
166 CNS SVY: POSSIBLE SAVINGS OPINION France -1
167 CNS SVY: FUTURE FINANCIAL SITUATION France -1
168 SURVEY - HOUSEHOLDS, ECONOMIC SITUATION NEXT 12M France -1
169 CONSUMER CONFIDENCE INDICATOR - GERMANY Germany -1
170 ICON CONSUMER CONFIDENCE INDEX Germany -1
171 GFK CONSUMER CLIMATE SURVEY - BUSINESS CYCLE EXPECTATIONS Germany -1
172 GFK CONSUMER CLIMATE SURVEY - INCOME EXPECTATIONS Germany -1
173 CONSUMERS CONFIDENCE INDEX Germany -1
174 CONSUMER CONFIDENCE CLIMATE (BALANCE) Germany -1
175 CNS SVY: ECONOMIC CLIMATE INDEX (N.WEST IT) Italy -1
176 CNS SVY: ECONOMIC CLIMATE INDEX (SOUTHERN IT) Italy -1
177 CNS SVY: GENERAL ECONOMIC SITUATION (BALANCE) Italy -1
178 CNS SVY: HOUSEHOLD BUDGET - NO SAVINGS Italy -1
179 CNS SVY: HOUSEHOLD’S BUDGET (BALANCE) Italy -1
180 CNS SVY: MAJOR PURCHASE INTENTIONS - APPROX. SAME Italy -1
181 CNS SVY: PRESENT SAVINGS - DON’T KNOW Italy -1
182 CNS SVY: PRICES IN NEXT 12 MTHS. - LOWER Italy -1
183 CNS SVY: PURCHASE OF DURABLE GOODS - DON’T KNOW Italy -1
184 CNS SVY: UNEMPLOYMENT EXPECTATIONS (BALANCE) Italy -1
185 CNS SVY: UNEMPLOYMENT EXPECTATIONS - APPROX. SAME Italy -1
186 CNS SVY: UNEMPLOYMENT EXPECTATIONS - DON’T KNOW Italy -1
187 CNS SVY: UNEMPLOYMENT EXPECTATIONS - LARGE INCREASE Italy -1
188 CNS SVY: UNEMPLOYMENT EXPECTATIONS - SMALL INCREASE Italy -1
189 CNS SVY: GENERAL ECONOMIC SITUATION (BALANCE) Italy -1
190 CNS SVY: HOUSEHOLD BUDGET - DEPOSITS TO/WITHDRAWALS Italy -1
191 CNS SVY: HOUSEHOLD ECONOMY (CPY) - MUCH WORSE Italy -1
192 CNS SVY: ITALIAN ECON.IN NEXT 12 MTHS.- MUCH WORSE Italy -1
193 CNS SVY: MAJOR PURCHASE INTENTIONS - BALANCE Italy -1
194 CNS SVY: MAJOR PURCHASE INTENTIONS - MUCH LESS Italy -1
195 CNS SVY: HOUSEHOLDS’ FIN SITUATION - BALANCE Italy -1

Group 3: Building Permits & Construction indicators (BP)

196 BLDG PERMITS, NONRESL BLDGS, EXC OFF BLDG France -3
197 BLDG PERMITS, RESIDENCES FOR COMMUNITIE Germany -3
198 BLDG PERMITS, TWO- & MORE DWELLING BLDG Germany -3
199 VOLUME INDEX OF PRODUCTION: CONSTRUCTION Italy -3
200 BLDG PERMITS, RESIDENCES FOR COMMUNITIE Spain -3

Group 4: Industrial Production (IP)

201 INDL PROD: EXCLUDING CONSTRUCTION Euro Zone -2
202 INDL PROD: CAPITAL GOODS Euro Zone -2
203 INDL PROD: CONSUMER NON-DURABLES Euro Zone -2
204 INDL PROD: CONSUMER DURABLES Euro Zone -2
205 INDL PROD: CONSUMER GOODS Euro Zone -2
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206 INDL PROD: INT. GOODS Euro Zone -2
207 INDL PROD: INDUSTRIAL PRODUCTION France -2
208 INDL PROD: MANUIFACTURING France -2
209 INDL PROD: INDUSTRY France -2
210 INDL PROD: MANUFACTURING France -2
211 INDL PROD: MFG OF MOTOR VEHICLES France -2
212 INDL PROD: INT. GOODS France -2
213 INDL PROD: CONSTRUCTION France -2
214 INDL PROD: MFG OF ELECTRICAL & ELECTRONIC EQUIP France -2
215 INDL PROD: MFG OF WOOD AND PAPER PRODUCTS France -2
216 INDL PROD: MFG OF BASIC METALS AND METAL PRODUCTS France -2
217 INDL PROD: MFG OF COMPUTER, ELECTRONIC AND OPTICAL PROD France -2
218 INDL PROD: MFG OF ELECTRICAL EQUIPMENT France -2
219 INDL PROD: MFG OF MACHINERY AND EQUIPMENT France -2
220 INDL PROD: MFG OF TRANSPORT EQUIPMENT France -2
221 INDL PROD: OTHER MFG France -2
222 INDL PROD: MFG OF CHEMICALS AND CHEMICAL PRODUCTS France -2
223 INDL PROD: MFG OF RUBBER AND PLASTICS PRODUCTS France -2
224 INDL PROD: INVESTMENT GOODS France -2
225 INDL PROD Italy -2
226 INDL PROD (1975=100) Italy -2
227 INDL PROD: CONSUMER GOODS - DURABLE Italy -2
228 INDL PROD: INVESTMENT GOODS Italy -2
229 INDL PROD: INT. GOODS Italy -2
230 INDL PROD: CHEMICAL PRODUCTS & SYNTHETIC FIBRES Italy -2
231 INDL PROD: MACHINES & MECHANICAL APPARATUS Italy -2
232 INDL PROD: MEANS OF TRANSPORT Italy -2
233 INDL PROD: METAL & METAL PRODUCTS Italy -2
234 INDL PROD: RUBBER ITEMS & PLASTIC MATERIALS Italy -2
235 INDL PROD: WOOD & WOOD PRODUCTS Italy -2
236 INDL PROD (LINKED & REBASED) Italy -2
237 INDL PROD: COMPUTER, ELECTRONIC AND OPTICAL PRODUCTS Italy -2
238 INDL PROD: ELECTRICAL EQUIPMENT Italy -2
239 INDL PROD: BASIC PHARMACEUTICAL PRODUCTS Italy -2
240 INDL PROD: CONSTRUCTION (SA) Italy -2
241 INDL PROD: INDUSTRY INCL CNSTR Germany -2
242 INDL PROD: MFG Germany -2
243 INDL PROD REBASED TO 1975=100 Germany -2
244 INDL PROD: CHEMS & CHEM PRDS Germany -2
245 INDL PROD: INDUSTRY EXCL CNSTR Germany -2
246 INDL PROD: INDUSTRY EXCL ENERGY & CNSTR Germany -2
247 INDL PROD: MINING & QUAR Germany -2
248 INDL PROD: CMPTR, ELECCL & OPT PRDS, ELECL EQP Germany -2
249 INDL PROD: INTERM GOODS Germany -2
250 INDL PROD: CAPITAL GOODS Germany -2
251 INDL PROD: DURABLE CONS GOODS Germany -2
252 INDL PROD: TEX & WEARING APPAREL Germany -2
253 INDL PROD: PULP, PAPER&PRDS, PUBSHG&PRINT Germany -2
254 INDL PROD: CHEM PRDS Germany -2
255 INDL PROD: RUB&PLAST PRDS Germany -2
256 INDL PROD: BASIC MTLS Germany -2
257 INDL PROD: CMPTR, ELECCL & OPT PRDS, ELECL EQP Germany -2
258 INDL PROD: MOTOR VEHICLES, TRAILERS&SEMI TRAIL Germany -2
259 INDL PROD: TEX & WEARING APPAREL Germany -2
260 INDL PROD: PAPER & PRDS, PRINT, REPROD OF RECRD MEDIA Germany -2
261 INDL PROD: CHEMS & CHEM PRDS Germany -2
262 INDL PROD: BASIC MTLS, FAB MTL PRDS, EXCL MACH&EQP Germany -2
263 INDL PROD: ELECL EQP Germany -2
264 INDL PROD: MV, TRAILERS&SEMITRAIL, OTH TRNSP EQP Germany -2
265 INDL PROD: REPAIR & INSTALL OF MACH & EQP Germany -2
266 INDL PROD: MFG EXCL CNSTR & FBT Germany -2
267 INDL PROD: MINING & INDUSTRY EXCL FBT Germany -2
268 INDL PROD: INDUSTRY EXCL FBT Germany -2
269 INDL PROD: INTERM & CAPITAL GOODS Germany -2
270 INDL PROD: FAB MTL PRDS EXCL MACH & EQP Germany -2
271 INDL PROD (REBASED) Spain -2
272 INDL PROD Spain -2
273 INDL PROD: CONSUMER GOODS Spain -2
274 INDL PROD: CAPITAL GOODS Spain -2
275 INDL PROD: INT. GOODS Spain -2
276 INDL PROD: ENERGY Spain -2
277 INDL PROD: CONSUMER GOODS, DURABLES Spain -2
278 INDL PROD INDEX - CONSUMER GOODS, NON-DURABLES Spain -2
279 INDL PROD: MINING Spain -2
280 INDL PROD: MFG INDUSTRY Spain -2
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281 INDL PROD: OTHER MINING & QUARRYING Spain -2
282 INDL PROD: TEXTILE Spain -2
283 INDL PROD: PAPER Spain -2
284 INDL PROD: CHEMICALS & CHEMICAL PRODUCTS Spain -2
285 INDL PROD: PLASTIC & RUBBER PRODUCTS Spain -2
286 INDL PROD: OTHER NON-METAL MINERAL PRODUCTS Spain -2
287 INDL PROD: METAL PROCESSING INDUSTRY Spain -2
288 INDL PROD: METAL PRODUCTS EXCL. MACHINERY Spain -2
289 INDL PROD: ELECTRICAL EQUIPMENT Spain -2
290 INDL PROD: AUTOMOBILE Spain -2
291 INDL PROD: FURNITURE Spain -2
292 INDL PROD: OTHER MFG Spain -2

Group 5: Monetary & Financial Aggregates (MFA)

293 EURO INTERBANK OFFERED RATE - 3-MONTH (MEAN) Euro Zone -1
294 MONEY SUPPLY: LOANS TO OTHER EURO AREA RESIDENTS Euro Zone -1
295 MONEY SUPPLY: M3 (EP) Euro Zone -1
296 MONEY SUPPLY: M2 (EP) Euro Zone -1
297 EURO SHORT TERM REPO RATE Euro Zone -1
298 DATASTREAM EURO SHARE PRICE INDEX Euro Zone -1
299 PIBOR / EURIBOR - 3-MONTH France -1
300 MFI LOANS TO RESIDENT PRIVATE SECTOR France -2
301 MONEY SUPPLY - M2 (NATIONAL CONTRIBUTION TO M2) France -2
302 MONEY SUPPLY - M1 (NATIONAL CONTRIBUTION TO M1) France -2
303 MONEY SUPPLY - M3 (NATIONAL CONTRIBUTION TO M3) France -2
304 SHARE PRICE INDEX - SBF 250 France -1
305 FIBOR - 3 MONTH (MTH.AVG.) Germany -1
306 MNY. SUPL - M3 (CONTRIB TO EUR BASIS FM. M0195), FM M06 2010 EXC Germany -1
307 MONEY SUPPLY - M2 (CONTRIBUTION TO EURO BASIS FROM M0195) Germany -1
308 MONEY SUPPLY - GERMAN CONTRIBUTION TO EURO M1 (PAN BD M0790) Germany -1
309 BANK PRIME LENDING RATE / ECB MARGINAL LENDING FACILITY Germany -1
310 DAX SHARE PRICE INDEX, EP Germany -1
311 INTERBANK DEPOSRATE-AVERAGE ON 3-MONTHS DEPOSITS Italy -1
312 MILAN COMGENERAL SHARE PRICE INDEX (EP) Italy -1
313 OFFICIAL RESERVE ASSETS Italy -1
314 LOANS TO RESIDENTS BY MFI Spain -1
315 MONEY SUPPLY: M3 - SPANISH CONTRIBUTION TO EURO M3 Spain -1
316 MADRID S.E - GENERAL INDEX Spain -1
317 OFFICIAL RESERVE ASSETS Spain -1

Group 6: Harm. Consumer Price Index (CPI)

318 HCPI: ALL ITEMS Euro Zone -1
319 HCPI: EXCLUDING ENERGY Euro Zone -1
320 HCPI: FOOD Euro Zone -1
321 HCPI: FRU Euro Zone -1
322 HCPI: ALCOHOLIC BEVERAGES Euro Zone -1
323 HCPI: ACTUAL RENTALS FOR HOUSING Euro Zone -1
324 HCPI: LIQUID FUELS Euro Zone -1
325 HCPI: TRANSPORT Euro Zone -1
326 HCPI: TRANSPORT SERVICES Euro Zone -1
327 HCPI: PASSENGER TRANSPORT BY RAILWAY Euro Zone -1
328 HCPI: CATERING SERVICES Euro Zone -1
329 HCPI: CANTEENS Euro Zone -1
330 HCPI: INSURANCE Euro Zone -1
331 HCPI: FOOD INCLUDING ALCOHOL & TOBACCO Euro Zone -1
332 HCPI: SERVICES EXCLUDING GOODS Euro Zone -1
333 HCPI: RECREATIONAL & CULTURAL SERVICES France -1
334 HCPI: PETS INCL PRDTS & SVC France -1
335 HCPI: CULTURAL SVC France -1
336 HCPI: OTHER GOODS & SERVICES France -1
337 HCPI: JEWELLERY & WATCHES France -1
338 HCPI: OTHER PERSONAL EFFECTS France -1
339 HCPI: BREAD & CEREALS France -1
340 HCPI: FISH France -1
341 HCPI: SOCIAL PROTECTION France -1
342 HCPI: OTHER SERVICES France -1
343 HCPI: ALCOHOLIC BEVERAGES & TOBACCO France -1
344 HCPI: SPIRITS France -1
345 HCPI: WINE France -1
346 HCPI: BEER France -1
347 HCPI: OTHER CLOTHING ARTCL & ACCES France -1
348 HCPI: REAL HOUSING RENTAL France -1
349 HCPI: HOUSE MAINTENANCE & REPARATION France -1
350 HCPI: WATER SUPPLY France -1
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351 HCPI: SANITATION SERVICES France -1
352 HCPI: OTHER HOUSING SERVICES NEC France -1
353 HCPI: GAS France -1
354 HCPI: LIQUID FUELS France -1
355 HCPI: FURNITURE & ARTICLES France -1
356 HCPI: GLASSWARE, TABLEWARE & HSH UTENSILS France -1
357 HCPI: HOME MAINTENANCE GOODS & SEVICES France -1
358 HCPI: HOUSEHOLD NON-DURABLE PRODUCTS France -1
359 HCPI: OUTPATIENT SVC France -1
360 HCPI: TRANSPORT France -1
361 HCPI: FUELS & LUBRICANTS FOR PERS. TRANSPORT France -1
362 HCPI: PERSONAL VEHICLE REPARATIONS & MAINTENANCE France -1
363 HCPI: OTHER PERSONAL VEHICLE SERVICES France -1
364 HCPI: TRANSPORT SVC France -1
365 HCPI: RAILWAY TRANSPORT, PASSENGERS France -1
366 HCPI: COMMUNICATIONS France -1
367 HCPI: AUDIO-VISUAL, PHOTOGRAPH. & INFORMATIC EQPT France -1
368 HCPI: AUDIO-VIDEO, PHOTO & INFORMATIC EQPT REPARATION France -1
369 HCPI: TOTAL Germany -1
370 HCPI: GLASSWARE, TABLEWARE & HOUSEHOLD UTENSILS Germany -1
371 HCPI: MAINTENANCE & REPAIR OF THE DWELLING Germany -1
372 HCPI: TOOLS & EQUIPMENT FOR HOUSE & GARDEN Germany -1
373 HCPI: WATER SUPPLY & MISC. SRVS. RELATING TO DWELLING Germany -1
374 HCPI: ALCOHOLIC BEVG., TOB. & NARCOTICS - FOOD & BEVG. Germany -1
375 HCPI: FURNISHING & HH. EQUIP. - HSLD APPLIANCES Germany -1
376 HCPI: HEALTH - HEALTH & MEDICAL CARE Germany -1
377 HCPI: MISC. GOODS & SERVICES - ACCOMMODATION SERVICES Germany -1
378 HCPI: MISC. GOODS & SERVICES - MISC. GOODS & SERVICES Germany -1
379 HCPI: MISC. GOODS & SERVICES - PERSONAL CARE Germany -1
380 HCPI: MISC. GOODS & SERVICES - PRSNL. EFFECTS Germany -1
381 HCPI: MISCELLANEOUS GOODS & SERVICES - POSTAL SERVICES Germany -1
382 HCPI: REC. & CULTURE - NEWSPAPER, BOOKS & STATIONERY Germany -1
383 HCPI: RESTAURANTS & HOTELS - CATERING SERVICES Germany -1
384 HCPI: RESTAURANTS & HOTELS - HOTEL, CAFES & RESTAURANT Germany -1
385 HCPI: TRANSPORT - OPERATION OF PRSNL. TRANSPORT EQUIP. Germany -1
386 HCPI: TRANSPORT - PURCHASE OF VEHICLES Germany -1
387 HCPI: NON-DURABLE HOUSEHOLD GOODS Italy -1
388 HCPI: SERVICES (OVERALL INDEX EXCLUDING GOODS) Italy -1
389 HCPI: NON-ENERGY INDUSTRIAL GOODS, DURABLES ONLY Italy -1
390 HCPI: GOODS AND SERVICES FOR ROUTINE HOUSEHOLD MAINT Italy -1
391 HCPI: ALCOHOLIC BEVERAGES & TOBACCO Spain -1
392 HCPI: LEISURE & CULTURE Spain -1
393 HCPI: RESTAURANTS & HOTELS Spain -1
394 HCPI: TRANSPORT Spain -1
395 HCPI: EDUCATION Spain -1
396 HCPI: FURNISHING AND HOUSEHOLD EQUIPMENT Spain -1
397 HCPI: OTH. GOODS & SVS. Spain -1

Group 7: Producer Price Index (PPI)

398 PPI: INDUSTRY EXCLUDING CONSTRUCTION & ENERGY Euro Zone -1 [t]
399 PPI: CAPITAL GOODS Euro Zone -1
400 PPI: NON-DURABLE CONSUMER GOODS Euro Zone -1
401 PPI: INT. GOODS Euro Zone -1
402 PPI: NON DOMESTIC - MINING, MFG & QUARRYING Euro Zone -1
403 PPI: NON DOMESTIC MFG Euro Zone -1
404 PPI: INT. GOODS EXCLUDING ENERGY Germany -1
405 PPI: CAPITAL GOODS Germany -1
406 PPI: CONSUMER GOODS Germany -1
407 PPI: FUEL Germany -1
408 PPI: INDUSTRIAL PRODUCTS (EXCL. ENERGY) Germany -1
409 PPI: MACHINERY Germany -1
410 PPI: MOTOR VEHICLES Germany -1
411 PPI: BASIC PHARMACEUTICAL PRODUCTS Italy -1
412 PPI: BASIC PRECIOUS & NON-FERROUS METALS Italy -1
413 PPI: COACHWORK FOR MOTOR VEHICLES Italy -1
414 PPI: CUTTING, SHAPING & FINISHING OF STONE Italy -1
415 PPI: GRAIN MILL PRODUCTS, STARCHES & STARCH PRODUCTS Italy -1
416 PPI: OTHER CHEMICAL PRODUCTS Italy -1
417 PPI: PROCESSED IRON, STEEL & FERRO-ALLOYS (NON-ECSC) Italy -1
418 PPI: REFINED PETROLEUM PRODUCTS Italy -1
419 PPI: SOAPS & DETERGENTS, PERFUMES & TOILET PREPARATIONS Italy -1
420 PPI: SPORTS GOODS Italy -1
421 PPI: TEXTILE WEAVING Italy -1
422 PPI: VEGETABLE & ANIMAL OILS & FATS Italy -1
423 PPI: WEARING APPAREL EXCEPT FUR APPAREL Italy -1
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424 PPI: WOOD, CORK, STRAW Italy -1
425 PPI: BASIC METALS Italy -1
426 PPI: BASIC METALS & FABRICATED METAL PRODUCTS Italy -1
427 PPI: COKE, REFINED PETROLEUM PRODUCTS & NUCLEAR FUEL Italy -1
428 PPI: COKE, REFINED PETROLEUM PRODUCTS & NUCLEAR FUEL Italy -1
429 PPI: INSTRUMENTAL GOODS Italy -1
430 PPI: INT. GOODS Italy -1
431 PPI: LEATHER - LUGGAGE, HANDBAGS, SADDLERY & HARNESS Italy -1
432 PPI: OTHER NON-METALLIC MINERAL PRODUCTS Italy -1
433 PPI: TRANSPORT EQUIPMENT Italy -1

Group 8: Turnover & Retail Sales Indicators (RS)

434 DEFLATED T/O: RET TRD, EXC OF MV & MOTORCYC France -2 [t]
435 DEFLATED T/O: WS&RT & REPAIR OF MV & MOTORCYC France -2
436 DEFLATED T/O: MAINTENANCE AND REPAIR OF MV France -2
437 DEFLATED T/O: RET SALE OF FOOD, BEV & TOB France -2
438 DEFLATED T/O: RET SALE OF CLTH & LEATH GDS IN SPCLD STR France -2
439 DEFLATED T/O: RET SALE OF FOOD, BEV & TOB IN SPCLD STRW France -2
440 DEFLATED T/O: RET SALE OF NON-FOOD PRDS (EXC FUEL) France -2
441 DEFLATED T/O: RET SALE VIA MAIL ORD HOUSES OR INTERNETW France -2
442 DEFLATED T/O: SALE OF MV , SALE & REPAIR OF MOTORCYCWDA France -2
443 DEFLATED T/O: RET SALE VIA MAIL ORD HOUSES OR INTERNETW Germany -2
444 DEFLATED T/O: RET SALE IN NON-SPCLD STR WITH FOOD, BEV & TOB Germany -2
445 DEFLATED T/O: OTH RET SALE IN NON-SPCLD STR Germany -2
446 DEFLATED T/O: SALE OF MOTOR VEHICLE PTS & ACCES Germany -2
447 DEFLATED T/O: WHSLE OF AGL RAW MATLS & LIVE ANIMALS Germany -2
448 DEFLATED T/O: WHOLESALE OF HOUSEHOLD GOODS Germany -2
449 NEW ORDERS Italy -2
450 INDUSTRIAL T/O Italy -2
451 INDUSTRY T/O INDEX: CONSUME GOODS - NON-DURABLE Italy -2
452 INDUSTRY T/O INDEX: CONSUMER GOODS - DURABLE Italy -2
453 INDUSTRY T/O INDEX: ENERGY Italy -2
454 INDUSTRY T/O INDEX: INT. GOODS Italy -2
455 INDUSTRY T/O INDEX: INVESTMENT GOODS Italy -2
456 DOMESTIC T/O INDEX: INT. GOODS Italy -2
457 INDUSTRIAL T/O - TOTAL EXCL CONSTRUCTION & MIG ENERGY Italy -2
458 NEW ORDERS (2010=100) Italy -2
459 NEW ORDERS: DOMESTIC Italy -2
460 T/O: RET SALE VIA MAIL ORD HOUSES OR INTERNET Spain -2
461 T/O: RET TRD, EXC OF MV , MOTORCYLES & FUEL Spain -2
462 T/O: OTHER RETAIL SALE IN NON-SPCLD STR Spain -2
463 T/O: RETAIL SALE OF AUTO FUEL IN SPCLD STR Spain -2
464 T/O: RET SALE OF CLTH & LEATH GDS IN SPCLD STR Spain -2
465 T/O: RETAIL TRADE, EXCEPT OF MV & MOTORCYC Spain -2
466 T/O: RET SALE OF NON-FOOD PRDS (EXC FUEL) Spain -2
467 T/O: RET SALE OF INFO, HOUSEHLD & REC EQP IN SPCLD STR Spain -2
468 T/O: WS&RT, REPAIR OF MV & MOTORCYC Spain -2
469 T/O: WHOLESALE OF FOOD, BEVERAGES AND TOB Spain -2
470 T/O: OTHER SPECIALISED WHOLESALE Spain -2
471 T/O: SALE OF MV , SALE & REPAIR OF MOTORCYC Spain -2
472 T/O: WHSLE OF AGL RAW MATLS & LIVE ANIMALS Spain -2
473 T/O: WHOLESALE TRADE, EXC OF MV & MOTORCYC Spain -2
474 T/O: MAINTENANCE AND REPAIR OF MV Spain -2
475 T/O: WHOLESALE ON A FEE OR CONTRACT BASIS Spain -2
476 T/O: WHOLESALE OF HOUSEHOLD GOODS Spain -2
477 T/O: WS&RT & REPAIR OF MV & MOTORCYC Spain -2
478 T/O: WHOLESALE OF OTHER MACH, EQP & SUPPLS Spain -2

Group 9: Harm. Unemployment rate (UR)

479 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (ALL AGES) Euro Zone -2 [t]
480 HARM. UNEMPLOYMENT: RATE, PERSONS (AGES 15-24) Euro Zone -2
481 HARM. UNEMPLOYMENT: RATE, PERSONS (AGES 25 AND OVER) Euro Zone -2
482 HARM. UNEMPLOYMENT: RATE, FEMALES Euro Zone -2
483 HARM. UNEMPLOYMENT: FEMALES (AGES 15-24) Euro Zone -2
484 HARM. UNEMPLOYMENT: FEMALES (AGES 25 AND OVER) Euro Zone -2
485 HARM. UNEMPLOYMENT: MALES Euro Zone -2
486 HARM. UNEMPLOYMENT: MALES (AGES 15-24) Euro Zone -2
487 HARM. UNEMPLOYMENT: MALES (AGES 25 AND OVER) Euro Zone -2
488 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (ALL AGES) France -2
489 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 15-24) France -2
490 HARM. UNEMPLOYMENT: RATE, FEMALES (ALL AGES) France -2
491 HARM. UNEMPLOYMENT: RATE, MALES (AGES 15-24) France -2
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492 HARM. UNEMPLOYMENT: RATE, MALES (ALL AGES) France -2
493 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (AGES 15-24) France -2
494 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (AGES 25 AND OVER) France -2
495 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 25 AND OVER) France -2
496 HARM. UNEMPLOYMENT: RATE, MALES (AGES 25 AND OVER) France -2
497 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (ALL AGES) Germany -2
498 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 15-24) Germany -2
499 HARM. UNEMPLOYMENT: RATE, FEMALES (ALL AGES) Germany -2
500 HARM. UNEMPLOYMENT: RATE, MALES (AGES 15-24) Germany -2
501 HARM. UNEMPLOYMENT: RATE, MALES (ALL AGES) Germany -2
502 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (AGES 15-24) Germany -2
503 HARM. UNEMPLOYMENT: RATE, ALL PERSONS(AGES 25 AND OVER) Germany -2
504 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 25 AND OVER) Germany -2
505 HARM. UNEMPLOYMENT: RATE, MALES (AGES 25 AND OVER) Germany -2
506 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (ALL AGES) Italy -2
507 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 15-24) Italy -2
508 HARM. UNEMPLOYMENT: RATE, FEMALES (ALL AGES) Italy -2
509 HARM. UNEMPLOYMENT: RATE, MALES (AGES 15-24) Italy -2
510 HARM. UNEMPLOYMENT: RATE, MALES (ALL AGES) Italy -2
511 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (AGES 15-24) Italy -2
512 HARM. UNEMPLOYMENT: RATE, ALL PERSONS(AGES 25 AND OVER) Italy -2
513 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 25 AND OVER) Italy -2
514 HARM. UNEMPLOYMENT: RATE, MALES (AGES 25 AND OVER) Italy -2
515 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (ALL AGES) Spain -2
516 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 16-24) Spain -2
517 HARM. UNEMPLOYMENT: RATE, FEMALES (ALL AGES) Spain -2
518 HARM. UNEMPLOYMENT: RATE, MALES (AGES 16-24) Spain -2
519 HARM. UNEMPLOYMENT: RATE, MALES (ALL AGES) Spain -2
520 HARM. UNEMPLOYMENT: RATE, ALL PERSONS (AGES 16-24) Spain -2
521 HARM. UNEMPLOYMENT: RATE, ALL PERSONS(AGES 25 AND OVER) Spain -2
522 HARM. UNEMPLOYMENT: RATE, FEMALES (AGES 25 AND OVER) Spain -2
523 HARM. UNEMPLOYMENT: RATE, MALES (AGES 25 AND OVER) Spain -2
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Bańbura, M., Giannone, D., and Reichlin, L. (2011). Nowcasting. In The oxford handbook of

economic forecasting.
Bates, J. M., and Granger, C. W. J. (1969). The Combination of Forecasts. Operational Research

Quarterly , 20 (4), 451–468.
Boivin, J., and Ng, S. (2006, May). Are more data always better for factor analysis? Journal of

Econometrics, 132 (1), 169–194. Retrieved 2014-01-14, from http://linkinghub.elsevier

.com/retrieve/pii/S030440760500045X doi: 10.1016/j.jeconom.2005.01.027
Bok, B., Caratelli, D., Giannone, D., Sbordone, A. M., and Tambalotti, A. (2018). Macroeconomic

nowcasting and forecasting with big data. Annual Review of Economics, 10 , 615–643.
Buckland, S. T., Burnham, K. P., and Augustin, N. H. (1997). Model selection: an integral part of

inference. Biometrics, 603–618.
Burnham, K. P., and Anderson, D. R. (2002). Model selection and multimodel inference. a practical

information-theoretic approach. Springer.
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