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Abstract

We propose a model of price formation in which the trading price varies only if the value
of the information signal is large enough to guarantee a profit in excess of transaction costs.
Using transaction data only, we extract: (i) the conditional volatility of the underlying
security, which is thus cleaned out by market frictions, (ii) an estimate of transaction costs.
Our analysis reveals that, after correcting for frictions, the risk of illiquid securities is
substantially different from what predicted by traditional volatility models. Furthermore,
in periods of high volatility, our estimate of transaction costs remains highly correlated
with bid-ask spreads, whereas alternative illiquidity proxies, such as the fraction of zero
returns, loose their explanatory power.
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1 Introduction

Real financial markets are not perfectly liquid. Several frictions prevent investors from instan-
taneously buying or selling a security at a given point in time. Bid-ask spreads, commission
fees, price impact are few examples of relevant costs that must be paid to trade common stock.
[liquidity, intended as the cost needed to buy or sell a security, has a key role in modern fi-
nance research, having implications on asset pricing, market efficiency and corporate finance;
see Amihud and Mendelson (1987), Longstaff (2009), Gryglewicz (2011) among others.

In this paper, we deal with the problem of extracting the volatility of a financial security
in a market with frictions. From an econometric viewpoint, this problem is relevant because
illiquidity affects the time-series behaviour of financial prices. When transactions are costly,
investors may be unable to afford the trading costs, deciding not to trade. Lack of trading
is a well-known phenomenon in finance entailing periods of market inactivity where prices
are not frequently updated over time. Omne of the main consequences of lack of trading is
the existence of a significant number of zero returns in data, whose effect is to “smooth out”
transaction prices. Because of such smoothing, real markets behave differently from what
expected based on traditional modelling assumptions. The hypothesis of a zero likelihood of
observing a zero return, which is implicit in stochastic volatility and GARCH-type models, is
violated in reality. We thus expect that neglecting illiquidity may have serious implications
when extracting volatility from financial time-series.

The problem is relevant even from a financial economics viewpoint. The model proposed
in this paper delivers an estimate of transaction costs given a time-series of trading prices.
The novelty of this transaction cost measure is that it gauges not only the number of zero
returns, but even the volatility of the information signal. There is today a solid literature
linking illiquidity to zero returns; see e.g. Lesmond et al. (1999), Lesmond (2005), Bekaert
et al. (2007), Goyenko et al. (2009), Naes et al. (2011), Bandi et al. (2017), Bandi et al. (2020).
Our analysis reveals that using zero returns alone, as a proxy for market illiquidity, can lead
to misleading results in periods of market distress characterized by high volatility. Trading
activity typically increases in such periods as a result of market sentiment, for instance, due
to massive fire sales of financial securities. Liquidity may thus appear to be spuriously large if
measured only in terms of zero returns. As will be shown, our model does not need to estimate
artificially large liquidity, because the high trading activity can be explained by a more volatile
information signal.

The approach adopted in this paper is rooted in the adverse selection theory of Glosten
and Milgrom (1985) and Kyle (1985). This microstructure framework establishes a connection
among the absence of trading, transaction costs and the co-existence of investors with different
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martingale process that instantaneously incorporates newly available information. The observed
price does not necessarily coincide with the value of the information signal. Newly available
information is incorporated into the observed price only if the efficient price change is larger,
in module, than a given threshold. In that case, net of transaction costs, the observed return
coincides with the efficient price change. If instead the threshold is not hit, the observed price
return is equal to zero. The threshold parameter acts as a friction which prevents the signal
from being incorporated into the trading price if it is not sufficiently informative.

This price generation mechanism is similar to the limited dependent variable model of
Lesmond et al. (1999). There is, however, a fundamental difference between the two modelling
approaches. In Lesmond et al. (1999), efficient price changes are assumed to follow the Capital
Asset Pricing Model (CAPM), which implies a decomposition of the unconditional volatility
in terms of systematic and idiosyncratic components. In our model, efficient price changes
are unobserved martingale difference sequences with time-varying conditional volatility. This
assumption allows us to extract volatility from past observed returns and disentangle it from
market frictions. We are thus able to track the evolution of volatility over time, a result that
would not be achievable under the CAPM assumption. Similarly to Lesmond et al. (1999),
our model delivers an estimate of transaction costs that is computable using solely transaction
data. As argued by Bekaert et al. (2007), this constitutes an important advantage in cases where
information other than transaction data is unavoidable, for instance in emerging markets.

The proposed model has a microstructure interpretation resting upon well-established fi-
nancial theories of price formation. However, to use it in practice, it is necessary to set up a
statistical methodology allowing to filter the volatility of efficient price changes and to estimate
the threshold parameter. Score-driven models (Creal et al. 2013, Harvey 2013) provide a nat-
ural framework for this purpose. They allow building a filter for the time-varying parameters
accounting for the full shape of the conditional likelihood. Our model is formulated in terms of
a discrete-continuous mixture with a probability mass in zero. The update of volatility, being
based on the score of such distribution, is robust to zero returns. In the climate literature,
Harvey and Ito (2020) propose a similar score-driven specification for positive observations,
such as daily rainfall levels; see also Harvey and Liao (2019), who propose a class of related
censored Tobit models driven by the score of the conditional likelihood.

The objective of our empirical analysis is twofold. On the one hand, we aim to understand
whether the threshold parameter in our model can be regarded as an estimate of transaction
costs, as its microstructure interpretation suggests. On the other hand, we aim to assess the
effect of illiquidity on the estimation and forecast of volatility. The dataset is composed of
trades and quotes of 190 stocks traded in the NYSE from the beginning of 2006 to the end of
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parameter is significantly correlated with the main determinants of (il)liquidity, namely trading
volume, number of transactions, bid-ask spreads. An interesting result is that these correlations
remain significant in periods of market distress, like the 2008 global financial crisis, whereas
they tend to vanish when replacing the threshold parameter with the number of zero returns.
Indeed, the high trading activity observed in these periods is not imputable to a decrease in
trading costs, but rather to the widespread uncertainty prevailing in the market. In our model,
larger volatility determines a larger likelihood of making a profit in excess of transaction costs,
and thus a larger probability of trading. The high trading activity can thus be explained by an
increase in the volatility of the information signal. This leads to a better assessment of trading
costs when measuring the latter in terms of cross-sectional correlations between the threshold
parameter and bid-ask spreads. The second goal of our empirical analysis is to understand
whether illiquidity affects the estimated risk of observed returns. We compare the Value-at-
Risk back-testing results of different volatility models. They show that neglecting illiquidity has
a significant impact on traditional risk management applications involving illiquid securities.
These results may have concrete policy implications in light of the role played by risk measures
in the current banking regulatory framework and the whole finance industry.

In the financial econometric literature, the recent paper of Sucarrat and Grgnneberg (2020)
represents an attempt to estimate volatility in the presence of infrequent trading. They propose
a zero-augmented model in the spirit of Hautsch et al. (2013) to assign a non-zero probability to
the occurrence of zero observations. The approach proposed here differs in two main aspects.
First, our model has a precise microstructure interpretation. The probability of observing
a zero return depends on trading opportunities, which are in turn related to volatility and
transaction costs. The threshold parameter in our model is an estimate of round-trip costs, as
in Lesmond et al. (1999). From this perspective, our paper also relates to Bandi et al. (2017),
who estimates a microstructure model with transaction costs and asymmetric information using
moment conditions involving the daily fraction of zero returns. Second, in our approach zero
returns affect not only the conditional distribution of returns but even the dynamics of volatility.
As underlined by Harvey and Ito (2020), the score allows to properly choose the weight assigned
to zero returns in the update of volatility. Assuming a weight equal to zero or treating zero
returns as missing values is not consistent when they depend on non-zero returns. Other work
which relates to our paper includes Rydberg and Shephard (2003) and Catania et al. (2020),
who propose a joint distribution for modeling tick-by-tick data leading to stale prices. Even
in this case, the main difference with the approach proposed here is that our model has solid
microstructure foundations, allowing us to extract the volatility of efficient price changes and
an estimate of round-trip costs.

The rest of the paper is organized as follows. Section (2) introduces the model and discusses



its main properties. Section (3) shows the results of Monte Carlo experiments and discusses
their implications on volatility estimation and forecasting. Section (4) illustrates the empirical
results. Section (5) concludes. We report in the Appendix the computations related to the

derivation of the score formula.

2 Methodology

2.1 The microstructure model

In a frictionless and informationally efficient market, the price of a financial security can be
described as a martingale process that instantaneously incorporates all available information.
If transactions are costly, and the market is informationally efficient, the martingale price still
reflects all information, but it does not necessarily coincide with the price observed in the
market. The asset fundamental value can differ from the observed price for several reasons.
For example, an investor might not react to new information if transaction costs are judged
to be too large; similarly, an informed trader might decide not to trade if the value of the
information signal is not large enough to cover the trading costs. These examples are direct
implications of the adverse selection theory of Kyle (1985) and Glosten and Milgrom (1985),
which relates lack of trading to transaction costs and asymmetric information.

Trading opportunities are not only determined by transaction costs. The volatility of the
information signal also plays a key role in the price formation mechanism. If volatility is low,
the efficient price varies only by a small amount. Consequently, it is difficult for the informed
investor to set up trading strategies guaranteeing a profit in excess of transaction costs. If in
contrast volatility is large, an informed investor can exploit the big fluctuations of the asset
fundamental value to realize net profits. The first example describes a situation where prices are
unlikely to be updated over time, whereas in the second example we expect that the observed
price will change to reflect newly available information. We also know that volatility can
vary significantly over time. The time-varying nature of volatility can thus be responsible for
dynamic changes in the trading activity. We aim to formulate a microstructure model which
explains the interrelation among lack of trading, transaction costs, and volatility.

Let (€2, F,IP) be a probability space and let x;, y; be two random variables defined on
(Q, F,P). To fix ideas, x; can be thought of as representing the return of the efficient price
at time ¢, whereas y; can be regarded as the return observed in the market at time t. We
assume that, conditionally on a given filtration, which will be specified below, the process z;
is a martingale difference sequence with conditional volatility denoted by o;. We also assume

that the observed returns y; are generated as follows:
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where ¢ € [0,400] is constant and Iy, denotes the indicator function. The microstructure
interpretation of the model in Equation (1) is immediate. If z; lies inside the interval [—c, c],
then the observed return is equal to zero. In this situation, an informed trader decides not
to react to the information signal, as the profit coming from buying or selling the underlying
security would not be enough to offset the round-trip cost. That includes bid-ask spreads,
commission fees, price impact costs, and is given by 2¢ in our model. If in contrast, the
efficient price change is outside the interval [—c, ¢, the observed price is updated to reflect new
information. In this case, the observed return matches the efficient price change in excess of
round-trip costs.

The model in Equation (1) implicitly defines a certain likelihood of observing a zero return
that depends on the threshold ¢ and the volatility parameter ;. If transaction costs are large,
then trading is more likely to be inconvenient. Similarly, if volatility is small, it is less likely
that a strategy exploiting efficient price movements will generate profits in excess of transaction
costs. Note that large trading costs do not necessarily imply absence trading. If the volatility
of the information signal is large as well, then trading may be convenient. Note also that the
zero returns generated by the model are not temporally independent. If the volatility process
oy is persistent, the model can generate periods of high volatility characterized by large trading
activity, and periods of low volatility characterized by reduced trading activity.

It is worth highlighting that the proposed model does not imply any structural relationship
between transaction costs and volatility, which are treated as two independent variables. Several
theoretical and empirical studies have demonstrated the explanatory power of volatility in
determining bid-ask spreads; see e.g. Stoll (1978b), Stoll (1978a), Amihud and Mendelson
(1987), Amihud and Mendelson (1989), Stoll (2000). In our framework, such dependencies can
only be detected a posteriori, i.e. after estimating the model on real data; see Section (4.3).

Our price generation mechanism shares the same logic of the microstructure model of
Lesmond et al. (1999). There is, however, a fundamental difference in the approach adopted to
model efficient price changes. In Lesmond et al. (1999), they are assumed to follow the CAPM.
Their methodology provides an estimate of transaction costs, together with market betas and
idiosyncratic volatilities; see Bekaert et al. (2007), Mei et al. (2009), Goyenko et al. (2009),
Griffin et al. (2010) for applications of the illiquidity measure of Lesmond et al. (1999). As de-
tailed below, we assume that x; is a martingale difference sequence with time-varying volatility.
Our methodology provides a filter for o;, which represents the conditional volatility of the un-
derlying security, corrected to account for transaction costs. Extracting o, from data would not
be possible within the framework of Lesmond et al. (1999), as it only implies a decomposition

of the unconditional volatility in terms of systematic and idiosyncratic components.



2.2 Estimation and filtering

To use in empirical applications the model in Equation (1), it is necessary to specify the dynamic
of the volatility process o, and to devise a filtering procedure to extract it from data. The score
methodology of Creal et al. (2013) and Harvey (2013) is particularly useful for the problem
at hand. In score-driven models, the time-varying parameters are fully determined by past
observations. Their law of motion is of autoregressive type, with the score of the conditional
density acting as a forcing variable. Let F;_y = o{y; };;1700 C F denote the o-algebra generated
by past observations of the process y;. We assume that, conditionally on F;_;, the law of x; is
absolute continuous with respect to the Lebesgue measure. Let us denote its Radon-Nikodym
derivative by px (z:; Fi_1, 0¢) and let o; be measurable with respect to F;_;. By writing o; = e,

the score based update of A\;;; given observations up to time ¢ is:
Atp1 = W+ QA + Ky, (2)

where
_ 8logpy(yt;]:t,1, )\t)

o\

, (3)

Uy

with py (y; Fi—1, A¢) denoting the conditional density of the observed returns.

There are several reasons which motivate the use of the score as a general methodology to
update the time-varying parameters. It is possible to show that the score update is optimal
based on information theoretic criteria; see Blasques et al. (2015). Furthermore, as \;;1 is Fi-
measurable, the conditional likelihood can be written down in closed form, and thus parameters
are easily estimated by standard maximum likelihood. Popular non-linear time-series models,
like the GARCH model of Bollerslev (1986) and the ACD model of Engle and Russell (1998),
are particular instances of the class of score-driven models; see Creal et al. (2013) and Harvey
(2013).

The model in Equation (1) implies that, conditionally on F; 1, the density of the observed

returns can be written as:

px (e + ¢ Fio1, M) ye >0
py (Y Fie1, M) = S Fx(e; Fooi, M) — Fx(—¢; Fooi, M) =0 (4)
px(Ye — ¢ Fio1, Ar) Y <0,

where Fx (-, F1_1, A\s) denotes the law of x;, conditionally on F;_;. Thus, the observed returns
are described by a discrete-continuous mixture obtained by shifting to the left (right) the
graph of px(zy; Fi—1, \¢) by an amount ¢ for z; > 0 (z; < 0) and then censoring the negative
(positive) values. The probability mass in zero is set equal to the mass of the censored returns.
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An example is illustrated in Figure (1), which shows py (y;; Fi—1, A\t) and px (x4; Fr—1, A¢) in the
case where py () is a Student-t density. Harvey and Ito (2020) use a similar discrete-continuous
mixture with score-driven scale parameter to model daily rainfall levels. The variable x; in
their model is described by a probability density with positive support, which is thus shifted
to the left.

0.4 ; :
1 ——px(ze; Fio1, Ae)
Py (Ye; Fro1, Ae)
0.3 4
0.2 _
1
1
1
1
L 1 _
0.1 .
1
1
1
1
0 1
-6 -4 -2 0 2 4 6

Figure 1: Conditional density of efficient price changes (blue line) and discrete-continuous mixture of observed
returns (red line). The latter is obtained from the former by shifting to the left (right) of an amount
¢ =1 the branch of the graph corresponding to positive (negative) returns, and censoring the negative
(positive) part. The probability mass in zero, represented by the dashed red line, is equal to the mass of
the censored returns. The conditional density of efficient price changes is chosen to be a standardized
Student-t with v = 3 degrees of freedom.

In order to capture the fat-tail behaviour of real financial returns, we set px (xy; Fy_1, ) as
a Student-t density':

[ (zL 2\ "%
Px (xt;ft—la)\t) = ( : ) (1+ . ) > (5)

D (3) (e 7 ven

where I'(+) denotes the Gamma function. We assume that v > 2, so that the conditional variance

of z; exists and is given by Var[z|F,_1, ] = %5e*. For x; > 0, the law Fx (-, Fi_1, \¢) of x4,

v—2
conditionally on F;_1, is given by:
1 1
FX(a:t’-thl;)\t) = §+§ﬁ<bmt,1/2,V/2> (6)

!Following Harvey and Lange (2017), it is also possible to set px (x4; F;—1, ;) equal to a generalized t
distribution, which would allow the distribution of z; to be skewed and asymmetric. For simplicity, we limit
ourselves to consider a Student-t density here, however the formulation of the model can easily be generalized
using a more flexible distribution.
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Abramowitz and Stegun (1972). For z; < 0, the expression of Fx(x;, Fi_1,A;) can be re-

where b,, = and f((-;-,-) is the regularized incomplete beta function; see e.g.

covered by symmetry. The probability of observing a zero return, given by the mass of the

censored values of x;, can easily be computed as:

Fx(c; Fic1, M) — Fx(—c; Fioi, M) = Blbey; 1/2,v/2) (7)

c2/(vet)
c2/(ve2At)+1°
characterized by the following proposition, proved in Appendix A:

where b.; = The conditional variance of the observed return, Var[y,|F;_1, A, is

Proposition 2.1. Let px(zy; Fi—1, \t) be the Student-t density in Equation (5) and assume
v > 2. Then, the conditional variance of the observed return exists and is given by:

A B(bes;1+1/2,0/2 -1
(v - 2)6% S 153(1/;r u//2)y/ L4 1= Blbess 1/2,0/2)
.\ ®)
) c\/vo (1 + VECT“>
B(1/2,v/2) -1 ’

2

Var[yt|}—t_1, >\t] =

where B(+;-,-) is the incomplete beta function and B(-,-) is the beta function. Moreover,
limey 400 Varly| Fi—1,0¢ = 0.

Figure (2) shows Var|y,|F;_1, \¢] as a function of the threshold parameter c¢. In this example,
the number of degrees of freedom of the Student-t density is set as v = 3, whereas the value
of \; is chosen in such a way that the efficient price change has a variance equal to one, i.e.
Var[z|Fi_1, \] = ﬁez’\i = 1. As we can see, in absence of transaction costs, the conditional
variance of the observed return coincides with Var|x,|F,_ 1, \]. If instead ¢ is nonzero, the
observed return is subject to a smoothing effect generated by market frictions, with a conditional
variance becoming substantially smaller than Var|xz;|F;_1, ] for large values of c.

For y, # 0, the a-th conditional quantile of y;, denoted by ¢, is obtained from the a-th

conditional quantile of x; by shifting the latter of an amount ¢, that is:

F);l(oz;.;’-}_l, AN)—¢, fory, >0

1 )
Fe'(as Fioay M) + ¢, for g, <0,

Qt,a =

where F' )}1(04;.7-},1, At) can be computed using the inverse of the regularized incomplete beta
function. We use this expression to compute the Value-at-Risk in Sections (3) and (4).
To implement the law of motion in Equation (2), we need to compute the score of py (ys; Fy_1, A\¢)

with respect to ;. In Appendix B, we prove the following result:
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Figure 2: Conditional variance of the observed return y; as a function of the threshold parameter. The curve is
drawn using the closed-form expression of Varly:|Fi—1, At] reported in Proposition 2.1. The number of

degrees of freedom of the Student-t density is set as v = 3. The scale parameter \; is instead chosen
in such a way that the efficient price change x; has conditional variance equal to one.

Proposition 2.2. Let px(x;; Fi_1,\;) be the Student-t density in Fq.(5). Then, the score
defined in Equation (3) is given by:

2012 (1 = by )12
O Blber; 1/2,0/2)B(1/2,v/2) |’

up = (1= Iy=o)[(v + )b — 1] = I, (10)

2t
z+17

2)\t)

where b, = with z = x?/(ve

The proof follows Harvey and Ito (2020), who perform a similar computation in the case where
py (ye; Fi—1, A¢) is obtained by shifting to the left a generalized beta distribution of second kind
(GB2) and censoring negative values. If ¢ = 0, py (-; Fy—1, A¢) reduces to px(-; Fi—1, \¢) and the
score becomes:

w = (v+1)b — 1. (11)

In absence of trading costs, the proposed specification reduces to a dynamic scale model driven
by the score of the Student-¢ density, known as t-GAS or Beta-t-EGARCH?; see Creal et al.
(2013) and Harvey (2013). The non-linear update in Equation (11) is robust to fat-tails since
it downweights volatility estimates when extreme price movements occur. For this reason, it

has been extensively applied in the finance and economic literature; see also Creal et al. (2011),

2Hereafter, we will use the nomenclature Beta-t-EGARCH to denote the Student-t model based on the
update in Equation (11).
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Linton and Wu (2020). The score of a zero return in the Beta-t-EGARCH reduces to u; = —1.
As shown in the numerical examples in Section (3), the trivial update u; = —1 significantly
underrates volatility estimates in the presence of zero returns.

If instead ¢ is non-zero, the score of zero returns depends on the value of ;. Figure (3)
shows on the left panel the second term in Equation (10) as a function of the scale parameter
o, = e™. We note that the score of zero returns ranges between —1 and zero, approaching —1
when volatility is large and zero when volatility is small. As can be seen from the right panel of
Figure (3), which shows the probability of zero returns as a function of the scale parameter, large
volatility leads to a very small probability of zero returns. In this circumstance, the discrete-
continuous mixture behaves similarly to the Beta-t-EGARCH, and thus the two models feature
the same score. On the other hand, updating zero returns by setting the score equal to zero
can be regarded as treating them as missing values. The “setting to zero” method is inspired
by an analogy with the missing value problem in linear-Gaussian models, and it is commonly
employed in score-driven models; see e.g. Lucas et al. (2016), Buccheri et al. (2020). Recently,
Blasques et al. (2020) have shown that this method leads to inconsistent maximum likelihood
estimates. The score of zero returns in Equation (10) is always in-between the Beta-t-EGARCH
weight (u; = —1) and the “setting to zero” weight (u; = 0). These three update schemes are
compared in the numerical examples in Section (3).

\ \
01\ B 09r | 1
02 \\ — 0.8 \

\ \
0.3 1 \ R 07F \
\ \
\ \
0.4 \ — 0.6 \
\ \
\ \
\ \
05 \ — 0.5 \
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Figure 3: Left: score of zero returns, given by the second term in Equation (10), as a function of the scale
parameter oy. Right: probability of zero returns, computed as Fx (c¢; Fi—1,\t) — Fx(—c; Fr—1, \t), as
a function of the scale parameter o.. In both cases, the conditional density is a Student-t with v =3
degrees of freedom. Moreover, we set ¢ = 1.

In general, under regularity conditions, the score has conditional expectation equal to zero,
and it is therefore a martingale difference sequence. This result motivates the use of the score

as an innovation process in the update of volatility. The fact that, in our model, py (v;; Fe—1, \¢)
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has a discontinuity in zero does not compromise this general property of the score. Indeed, in

Appendix C, we prove the following:

Proposition 2.3. Let px(xy; Fi1, ) be the Student-t density in Equation (5). Then, the
score defined in Equation (3) has zero conditional expectation, i.e. Eluy|Fi_1, A\i] = 0.

Even in this case, the proof follows Harvey and Ito (2020), who prove a similar result for a GB2

conditional density.

3 Monte-Carlo analysis

When the probabilistic law describing financial returns admits a continuous density, the like-
lihood of observing a zero return is virtually zero. This is the case in GARCH-type models,
where the conditional density is normal or Student-¢, and even in score-driven models, which
are based on Student-t and other continuous non-normal densities; see Creal et al. (2013) and
Harvey (2013). As underlined above, the assumption of a continuous density conflicts with the
significant amount of zero returns observed in real financial markets. In this section, we aim
to study the consequences of misspecifying the price generation process when returns have a
non-zero likelihood of being equal to zero. We focus here on three different aspects that have a
relevant role in our understanding of the volatility process: the maximum likelihood estimates
of the model parameters, the filtered volatility, and the Value-at-Risk (VaR) forecasts.

3.1 Maximum likelihood estimates

Standard volatility models are characterized by a set of static parameters which govern the
dynamics of volatility. We question whether their maximum likelihood estimates are biased in
the presence of market frictions. Intuitively, the answer to this question is positive, because
the effect of zero returns is to smooth out the observed prices, which thus appear less volatile.

We simulate the information signal x; as a martingale difference sequence with volatility o,
generated by a Beta-t--EGARCH, which is obtained by setting ¢ = 0 in our discrete-continuous
mixture model. As such, the conditional density of efficient returns is a Student-t and the
update of volatility is the same as in Equation (2), with the score u; given by Equation (11).
The static parameters are set as follows: w = 0.01, k = 0.05, ¢ = 0.95, v = 3. The observed
price returns ¥, are generated from the simulated returns x; using the microstructure mechanism
given in Equation (1), with ¢ = {0.00, 0.25, 0.40}.

We simulate N = 1000 time-series of n = 1000 observations of the return processes y;. The
discrete-continuous mixture model is estimated on each of the simulated time-series, obtaining

N = 1000 maximum likelihood estimates of the parameters w, K, ¢, v. To assess the effect
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of misspecification, the parameters are also estimated using the Beta-t--EGARCH model. Zero
returns are handled in the Beta-t-EGARCH using two alternative methods. The first trivially
sets ¥ = 0, which leads to u; = —1 in Equation (11). The second treats zero returns as
missing observations using the “setting to zero” method of Lucas et al. (2016). The method is
implemented by setting u; = 0 whenever a zero return occurs. To distinguish between these
two different methods, we denote by Beta-t-EGARCH(0) the implementation of the “setting
to zero” method of Lucas et al. (2016).

Figure (4) shows kernel density estimates of the model parameters obtained using the
discrete-continuous mixture model and the two different implementations of the Beta---EGARCH.
In absence of transaction costs (¢ = 0.00), all the models lead to identical maximum likelihood
estimates, centred around the true values. As c increases, the two Beta-t-EGARCH implemen-
tations provide significantly biased estimates. In particular, the parameters w, v are downward
biased, x is upward biased, whereas the estimates of ¢ are still centred around the true value.
As expected, the unconditional mean of the volatility process, given by w/(1 — ¢), is under-
estimated due to the smoothing caused by zero returns. The fact that even the “setting to
zero” method is biased agrees with the result of Blasques et al. (2020), who show that this
method may lead to inconsistent maximum likelihood estimates. The strong downward bias
observed on v is a consequence of the probability mass in zero, which makes the density of
returns extremely leptokurtic. A similar effect on real data is found e.g. by Hasbrouck (1999).
As shown in Subsection (3.2), the bias on v has relevant implications on the filtered volatility
and VaR forecasts.

Contrary to the Beta-t-EGARCH, the discrete-continuous mixture is not affected by zero
returns, remaining unbiased when trading costs come into play. This result suggests that the
proposed specification is to be preferred to the Beta-t-EGARCH as a tool to extract volatility

when immediate trading is not allowed due to the presence of transaction costs.

3.2 Filtered volatility and Value-at-Risk

We now investigate the effect of infrequent trading on the filtered volatility estimates. While
static parameters are comparable only across nested models, filtered volatilities can be compared
across completely different models. We thus include in the set of benchmark models the GARCH
model of Bollerslev (1986), which is extremely popular in financial applications. Of course, to
perform a fair comparison among the discrete-continuous mixture, the Beta-t-EGARCH and
the GARCH, the information signal must be generated by a different volatility model. A
well consolidated literature dating back to the seminal papers of Nelson (1992), Nelson and
Foster (1994) and Nelson and Foster (1995) assumes that financial returns are generated by a

stochastic volatility model, and that one-step-ahead predictable models, such as GARCH-type
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Figure 4: Kernel density estimates of parameters w, k, ¢, v based on N = 1000 simulated time-series of

models, are approximations to the true filtering density. We adopt this view here, and assume

n = 1000 observations. The threshold parameter c is set equal to ¢ = 0.00 (left column), ¢ = 0.25
(middle column), ¢ = 0.40 (right column). The models used to estimate the parameters are the Beta-
t-EGARCH (red dashed line), the discrete-continuous mizture model described in Section (2) (black
solid line) and the Beta-t-EGARCH implemented based on the “setting to zero” method of Lucas et al.

(2016) (blue dotted line). Vertical lines denote the true values of the parameters.
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that the information signal is generated as follows:

zp=eYey, e~ by,
(12)
a=p+ (e —p) +m, e~ N0, 07),

where ¢;, n; are i.i.d. innovations, independent from each others. Note that we allow for a
fat-tailed returns distribution by modeling the standardized residuals ¢; through a Student-¢
density with v degrees of freedom. The parameters of the volatility process are close to the
values that are typically estimated on financial time-series: p = 0.5, ¢ = 0.98, o, = 0.016; see
Sandmann and Koopman (1998). As in the previous experiment, the observed returns y; are
generated from the efficient price changes using the microstructure mechanism in Equation (1),
with ¢ = {0.00, 0.50, 1.00}.

We simulate N = 1000 time-series of n = 2000 observations of the return process y;. For each
simulated time-series, the discrete-continuous mixture, the Beta---EGARCH and the GARCH
are estimated on the first n;, = 1000 observations, whereas the out-of-sample root mean-
square error (RMSE) is evaluated on the remaining sub-sample of ny,, = 1000 observations.
Specifically, the RMSE is computed as:

n

< 1 i N2 .
RMSE® = - (&t”—o—t”), i=1,....N,
n_
t=1

where &,fi) is the scale parameter estimated by each benchmark model, whereas the target at(i)

is computed as ati) = eatm, where ozf) is the path of the state variable in the ¢-th simulation. To
deal with zero returns in Beta-t-EGARCH and GARCH, we adopt the two methods described
in the previous experiment. In the first method we simply set 3, = 0, whereas in the second we
set the score equal to zero®.

Table (1) shows the average RMSE for increasing values of ¢ and v. The scenario with
v = 0o is obtained by generating the residuals ¢, in Equation (12) by means of a standard
normal distribution. In this scenario, the return distribution is not fat-tailed, and therefore the
relative differences among models are only imputable to market frictions. We first note that
the RMSE of the discrete-continuous mixture is significantly smaller compared to the Beta-
t-EGARCH. The relative difference between the two models increases as ¢ increases. Large
values of ¢ entail less frequent price updates and thus a large incidence of zero returns. In
these circumstances, the Beta-t--GARCH suffers from the smoothing caused by zero returns,
underrating significantly the volatility of the information signal. For ¢ = 1.00, we do not report
the RMSE of the Beta-t-EGARCH because its volatility estimates collapse to zero due to the

strong level of misspecification.

3The GARCH has an ARMA representation in terms of the volatility innovations n; = y? — 02. The latter
coincide with the score of the normal density up to a normalization.
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¢ Beta-t-E. Beta-t-E.(0) D-C mixture GARCH GARCH(0)

v=3
0.00 1.002 1.002 1.000 1.367 1.350
0.50 3.477 3.520 1.000 1.516 1.483
1.00 - - 1.000 1.721 1.168
vr=9
0.00 1.002 1.002 1.000 1.037 1.039
0.50 3.477 3.520 1.000 1.368 1.399
1.00 — - 1.000 1.946 1.980
V=00
0.00 1.000 1.000 1.000 1.003 0.987
0.50 3.675 3.717 1.000 1.470 1.510
1.00 — - 1.000 2.240 2.287

Table 1: Relative RMSE of Beta-t-EGARCH, Beta-t-EGARCH(0), the discrete-continuous mizture model de-
scribed in Section (2), GARCH and GARCH(0). The two models denoted by Beta-t-EGARCH(0) and
GARCH(0) are estimated using the “setting to zero” method of Lucas et al. (2016). Each RMSE mea-
sure is normalized by the RMSE of the D-C mizture. The results are reported for increasing values
of the degrees of freedom parameter, v = {3,6,00}, and increasing values of the threshold parameter,
¢ = {0.00,0.50,1.00}. For ¢ = 1.00, the results of the Beta-t-EGARCH are not reported because its
volatility estimates collapse to zero.

The GARCH is affected by two different forms of misspecification. For low v, its volatilities
are too sensitive to extreme price movements. They exhibit a sharp increase when a jump in
prices occurs, followed by a slow decay toward the unconditional mean level; see e.g. Harvey
(2013). On the other hand, for large ¢, GARCH estimates are affected by the smoothing of
zero returns. It is interesting to note that, compared to the Beta-t--EGARCH, this effect is
significantly less severe in the GARCH, which tends to perform better as ¢ increases, even for
low values of v. Although this may seem counterintuitive, the relative performance of GARCH
and Beta-t-EGARCH is clear in light of the results obtained in the previous experiment. Lack
of trading leads to a probability mass in zero which increases the kurtosis of the returns dis-
tribution. When estimating the Beta-t-EGARCH, the higher kurtosis determines a downward
bias in the degrees of freedom parameter, which in turn heavily downweights volatility esti-
mates for large ¢. In other words, in the Beta-t-EGARCH, the misspecification associated with
zero returns translates into a lower degrees of freedom parameter, but this deeply affects the
estimation of volatility. A similar mechanism is absent in the GARCH, which thus provides less
biased volatility estimates for large c¢. We conclude that, as a consequence of the smoothing
caused by zero returns, the volatility of the information signal is downward biased if estimated
using standard methodologies.

We now investigate whether the risk profile of observed returns is biased as well. To study
in detail this problem, we assess the out-of-sample VaR of the previously simulated returns. We

compute the 90%, 95%, 99% VaR using the one-step-ahead volatility forecasts of the continuous-
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¢ Beta-t-E. Beta-t-E.(0) D-C mixture GARCH GARCH(0)

VaRgo%
v=23
0.00 0.8996 0.8996 0.8996 0.9404 0.9404
0.50 0.8549 0.8574 0.8986 0.9437 0.9437
1.00 - — 0.8999 0.9515 0.9515
v=29
0.00 0.9001 0.9001 0.9001 0.9147 0.9147
0.50 0.8517 0.8538 0.8991 0.9195 0.9195
1.00 — — 0.8978 0.9334 0.9334
vV =00
0.00 0.9005 0.9005 0.9005 0.9062 0.9062
0.50 0.8507 0.8531 0.9002 0.9117 0.9117
1.00 - - 0.8915 0.9274 0.9274
VaR95%
v=3
0.00 0.9485 0.9485 0.9485 0.9637 0.9637
0.50 0.9353 0.9391 0.9487 0.9641 0.9641
1.00 - — 0.9490 0.9665 0.9665
v=29
0.00 0.9493 0.9493 0.9493 0.9534 0.9534
0.50 0.9372 0.9418 0.9494 0.9498 0.9498
1.00 - — 0.9490 0.9526 0.9526
V=00
0.00 0.9499 0.9498 0.9499 0.9512 0.9512
0.50 0.9346 0.9339 0.9492 0.9446 0.9446
1.00 - — 0.9493 0.9484 0.9484
VaRgg%
v=3
0.00 0.9899 0.9899 0.9899 0.9833 0.9838
0.50 0.9972 0.9980 0.9895 0.9820 0.9820
1.00 - — 0.9897 0.9816 0.9816
r=9
0.00 0.9895 0.9895 0.9895 0.9873 0.9873
0.50 0.9972 0.9990 0.9893 0.9787 0.9787
1.00 - — 0.9893 0.9755 0.9755
UV =00
0.00 0.9894 0.9894 0.9894 0.9833 0.9833
0.50 0.9966 0.9990 0.9894 0.9790 0.9790
1.00 - - 0.9894 0.9739 0.9739

Table 2: Average coverage at 90%, 95%, 99% mnominal confidence levels of Beta-t-EGARCH, Beta-t-
EGARCH(0), the discrete-continuous mizture model described in Section (2), GARCH and
GARCH(0). The two models denoted by Beta-t-EGARCH(0) and GARCH(0) are estimated using
the “setting to zero” method of Lucas et al. (2016). The results are reported for increasing values
of the degrees of freedom parameter, v = {3,9,00}, and increasing values of the threshold parameter,
¢ = {0.00, 0.50, 1.00}. For ¢ = 1.00, the results of the Beta-t-EGARCH are not reported because its
volatility estimates collapse to zero.
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discrete mixture, Beta-t--EGARCH and GARCH in the second sub-sample of 1000 observations.
The coverage rate, defined as the fraction of times in which the observed returns do not exceed
the VaR, is reported in Table (2) for each scenario. The discrete-continuous mixture provides
coverage rates that perfectly match the nominal confidence levels. At 90% confidence level,
the Beta-t-EGARCH heavily underestimates the risk as ¢ increases, as can be seen from the
small coverage rates provided by this model. In light of the results recovered in previous
analyses, this effect is imputable to the underestimation of volatility. As the VaR confidence
level increases, for nonzero ¢, the coverage rates of the Beta-t-EGARCH are slightly below
the nominal confidence level (at 95%) and slightly above (at 99%). This particular behavior
is explained by an additional effect due to the misspecification of zero returns. A downward
biased degrees of freedom parameter leads to a Student-¢ conditional density with fatter tails,
which tends to overestimate the quantiles corresponding to large confidence levels. The results
of the Beta-t--EGARCH thus reflect the combination between these two effects, both imputable
to market frictions.

The performance of the GARCH is additionally affected by the presence of fat-tails. To
isolate the effect of market frictions, we concentrate on the scenarios with ¥ = oo. The nominal
confidence level is overestimated by the GARCH coverage rate at 90%, whereas it is underesti-
mated at 99%. At 95%, the coverage rate is close to the nominal confidence level. This result
is a consequence of misspecifying the conditional density. As underlined above, the presence of
a probability mass in zero increases the kurtosis of the return distribution, which thus appears
to be extremely leptokurtic. As a consequence, a normal density will overestimate the quan-
tiles corresponding to small confidence levels and, similarly, it will underestimate the quantiles
corresponding to large confidence levels.

To summarize, zero returns deeply affect the estimation of volatility and VaR in the Beta-
t-EGARCH. The GARCH behaves better in terms of VaR assessment, but it provides biased
estimates of risk when fat-tails come into play. Moreover, in absence of fat-tails, GARCH VaR
forecasts at 90% and 99% are affected by the presence of zero returns. The discrete-continuous
mixture overcomes the difficulties of both models. It is robust to fat-tails and, at the same
time, it explicitly accounts for the probability mass in zero in both the return distribution and

the update of volatility.

4 Empirical analysis

4.1 Data

The dataset used in the empirical analysis is provided by Thomson Reuters and includes trade
and quote data of 250 stocks listed in the New York Stock Exchange (NYSE). Data is available
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in the reference period from January 3, 2006, to December 31, 2014, a total of 2265 trading
days. The 250 stocks have been selected from the data provider among the most frequently
traded NYSE assets in the reference period. We limit our attention to those assets that have
been traded each day, reducing the total number of stocks to 190. Data is timestamped at
a frequency of one millisecond, however, in our analysis we sample transaction prices at a
frequency of 30 seconds, using the procedures described by Barndorff-Nielsen et al. (2009).
Quote, data is employed to compute bid-ask spreads, which will be used in the subsequent
analyses. Associated with each transaction, the dataset provides the number of traded shares,
from which we compute the daily trading volume.

We divide the 190 stocks into five groups of equal size by computing the 5-quantiles of the
average trading volumes. For each group, Table (3) shows the average fraction of 30 seconds zero
returns, the average bid-ask spreads, and the average number of transactions. The results in the
Table show that the fraction of zero returns and bid-ask spreads increase as volume decreases,
whereas the number of transactions decreases as volume decreases. These relationships among
microstructure variables are well-known in the finance literature; see among others Goyenko
et al. (2009).

Group Volume ($10%) Zero returns (%) Bid-ask spread (%) N. of transactions

1 219.250 29.11 0.047 8468
2 95.816 32.53 0.060 H835
3 60.415 35.64 0.063 4359
4 43.803 40.10 0.076 3672
5 25.604 48.59 0.110 2844
Ticker Max /min
XOM 598.640 18.47 0.024 15641
ALK 11.613 51.01 0.160 1494

Table 3: The 190 NYSE stocks are sorted based on their average daily volumes. Five groups of equal size are
selected by taking the 5-quantiles of the sorted list. For each group, we show the average daily volume,
the average fraction of zero returns, the average bid-ask spread, and the average number of transactions.
The average fraction of zero returns are computed from transactions sampled at 30-seconds. The bid-ask
spread refers to the percentage bid-ask, computed as (ASK — BID)/ASK; see Lo et al. (2003).

As underlined above, the stocks included in the dataset are frequently traded NYSE assets.
On 30 seconds returns, the average fraction of zero returns spans from 29.11% for the most liquid
assets to 48.50% for the least liquid. However, when sampling returns on a daily frequency,
the number of zero returns tends to vanish for all the stocks included in the dataset. For

this reason, to assess the impact of illiquidity on daily Value-at-Risk forecasts, we consider an
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illiquid stock not included in the dataset. We perform our analysis on Glen Burnie Bancorp

(GLBZ), a small cap stock whose daily closing prices are publicly available online.

4.2 Intraday patterns and parameter estimates

Volatility has an asymmetric U-shape pattern that is high at the beginning of the trading day,
low in the middle of the day and slightly higher during the last few minutes of trades; see e.g.
Hasbrouck (1999). When estimating our microstructure model on intraday data, it is necessary
to allow for further flexibility in the parameter space to account for the deterministic pattern
of volatility. It is a common practice in the financial econometric literature to model the U-
shaped volatility pattern as a sum of two exponential functions; see among others Hasbrouck
(1999) and Andersen et al. (2012). We follow this strategy here and write the volatility of the

information signal as the product of a deterministic and a stochastic component:

oy = ste)‘t. (13)

The process A\; obeys the law of motion in Equation (2). The shape s; is a deterministic function
of time which we write as:
sp = C + Ae ™ 4 Be PU-D, (14)

where, for identification, «, #, A, B, C' are normalized so that fol s?dt = 1. These parameters

can be estimated by maximum likelihood together with the parameters governing the dynamics
of )\t.
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Figure 5: Left: percentage filtered volatility of JPM. Right: filtered probability of zero returns averaged over
blocks of 20 minutes (blue-asterisk line) and empirical frequency of zero returns over the same blocks
(red-circle line). To obtain less noisy empirical frequencies of zero returns in each block, we use data
sampled at 10-seconds instead of 30-seconds.
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Since in our microstructure model the probability of observing a zero return depends on
volatility, the deterministic component s; gives rise to an analogous pattern in trading activity.
The larger volatility observed during the opening and closing hours determines a lower zero
return probability, and thus a higher trading activity. Similarly, the smaller volatility observed
in the central hours determines a higher zero return probability, and thus a lower trading
activity. This pattern in trading activity is close to the one observed in real financial markets.
Figure (5) shows the intraday filtered volatility of JPMorgarn Chase (JPM) on July 10, 2014.
It also shows the probabilities of zero returns implied by the discrete-continuous mixture model.
The latter are given by the mass of the censored observations, as indicated in Equation (4).
These probabilities are averaged over blocks of 20 minutes, and are compared to the empirical
frequencies of zero returns evaluated in the same blocks. The filtered probabilities closely
match the empirical frequencies and both exhibit an inverse U-shaped pattern. Patterns of this
kind are observed in many markets and can be viewed as a stylized property of high-frequency
financial data.

For each stock, we re-estimate the discrete-continuous mixture on each day between January
3, 2006, and December 31, 2014. The intraday time-series are made up of 30 seconds percentage
returns sampled from 9:30 to 15:45. Table (4) shows, in the case of four specific assets, the
average of the maximum likelihood estimates over the entire sample. The four assets are JPM
and ExxonMobil (XOM), which are liquid stocks belonging to Group 1 in Table (3), Alaska
Air Group (ALK) and Advanced Micro Devices (AMD), which are illiquid stocks belonging to
Group 5 in Table (3).

We first note that, as expected, the estimated threshold parameter c is larger in the case
of the two illiquid stocks. For the two liquid stocks, the estimates of ¢ are smaller but highly
statistically significant. This implies that the time-series behaviour of these assets is signifi-
cantly affected by transaction costs, even if they are extremely liquid. We also note that the
estimated degrees of freedom parameter v is large on average, though being characterized by a
high variance. The fact that v is generally large is imputable to the robustness of the discrete-
continuous mixture to zero returns. As seen in the Monte-Carlo analysis of Section (3.1), in
the Beta-t-EGARCH the excess kurtosis induced by zero returns leads to a downward bias on
v. In the discrete-continuous mixture, the downward bias observed in the Beta---EGARCH
tends to vanish, and the estimates of v are only affected by the fat-tail behavior of the return
distribution. e.g. by jumps in prices. Indeed, the high variance of this parameter indicates
that there are days where v is significantly lower than average. These days are characterized
by extreme price movements, such as those occurring during the 2007-2008 global financial
crisis, or are associated with flash-crashes, like the one recorded on May 6, 2010. See also the

application in Section (4.4), which shows that the estimate of v is smaller when estimating the
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model on daily returns.

) ) k v ¢ A B C @ B
20.2279  0.9209  0.0303  188.0576  0.0182 0.5576  0.4424  0.5141 11.8964  7.4099
(0.3227)  (0.1015) (0.0131)  (121.9671) (0.0048) (0.1832) (0.1832) (0.1947) (20.5297) (17.9391)
-0.2547  0.9193  0.0319  117.4667  0.0036  0.5430  0.4570 0.4295 10.4076  7.5664

JPM

XOM (0.4745)  (0.1500) (0.0209)  (120.3808)  (0.0024) (0.2068) (0.2068) (0.1940) (21.1512) (18.2337)

AL | 0-2870 08621 00198 116218  0.0920 05813 04187 0.6740  6.7283  8.8473
(0.4820) (0.2269) (0.0169) (123.3303) (0.0390) (0.0148) (0.0148) (0.1862) (10.0206) (14.2011)

Aup | 0-3390 07122 0.0331  279.0177  0.3390  0.6557  0.3443  0.6610  8.1491  13.6853

(0.3887) (0.3031) (0.0202)  (67.8980)  (0.2736) (0.1855) (0.1855) (0.2150) (11.6654) (22.0706)

Table 4: The Table reports for assets JPM, XOM, ALK, AMD the average of maximum likelihood estimates
recovered by re-estimating the discrete-continuous mizture model on a daily basis over the period from
January 3, 2006 to December 31, 2014. The values inside the parenthesis indicate the standard devia-
tions of the estimated parameters.

4.3 The parameter 2c as an estimate of transaction costs

The parameter ¢ in the model in Equation (1) represents the difference between the return
of the information signal and the ex-post return of the trader. As such, 2¢ includes all the
transaction costs the trader has to pay in order to buy or sell the underlying security, e.g.
bid-ask spreads, commission fees, price impact, etc. The maximum likelihood estimate of ¢ can
thus be regarded as an estimate of round-trip costs and, more generally, as a proxy for asset
illiquidity.

Compared to classical illiquidity measures, such as bid-ask spreads and trading volumes,
this round-trip cost measure can be extracted from data using solely transaction prices. As
discussed by Bekaert et al. (2007), this feature is particularly relevant in situations where
quote data or other microstructure variables are not easily accessible, for instance in emerging
markets. Our illiquidity measure shares such a property with the fraction of zero returns
(FZR), which is widely recognized as a proxy for asset illiquidity; see e.g. Bandi et al. (2020).
Despite this similarity, the two measures capture different aspects of illiquidity. FZR is uniquely
determined by the number of zero returns. A small amount of zero returns leads to a low FZR,
implying high liquidity. As underlined in Section (2.1), the probability of zero returns in the
microstructure model in Equation (1) is determined not only by the threshold ¢, but even by
the volatility of the information signal. A high trading activity does not necessarily entail a
small round-trip cost. If ¢ is not small, trading might be convenient provided that volatility
is sufficiently large. A similar situation can occur during periods of market distress associated
with broad fire sales of financial securities. These periods are characterized by high trading
activity, however, the latter is not imputable to an increase in liquidity, but rather to the large

uncertainty prevailing in the market.
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Figure 6: For each of the 190 stocks, we plot the average, over 2008, of the estimated round-trip costs against
the average, over the same period, of: (a) bid-ask spreads, computed as (ASK — BID)/ASK (top-
left), (b) trading volumes (top-right), (¢) number of transactions (bottom-left), (d) realized volatilities
(bottom-right). All quantities are reported on a logarithmic scale.

To highlight these differences, we perform a cross-sectional analysis in two different years,
2008 and 2014. These two years are representative of a period with high volatility (2008), and a
period with low volatility (2014). In both years we compute, for each stock, the average of the
daily maximum likelihood estimates of 2c and the average of bid-ask spreads, trading volumes,
number of transactions and realized volatilities.

Figures (6) and (7) show the scatter plots of the estimated round-trip costs against the latter
four quantities in 2008 and 2014, respectively. In both years, there exists a clear dependence
structure between our estimate of transaction costs and the other microstructure variables.
Round-trip costs tend to increase with increasing bid-ask spreads and volatilities, whereas
they tend to decrease with increasing trading volumes and the number of transactions. The
behaviour of our round-trip cost measure appears to be natural in light of the widely accepted
view that large transaction costs are associated with large bid-ask spreads and small trading
volumes. Also, the fact that assets with large volatility are characterized by a lower liquidity
agrees with both the empirical literature and the market microstructure theory; see e.g. Stoll
(1978b), Stoll (1978a), Amihud and Mendelson (1987), Amihud and Mendelson (1989) and
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Stoll (2000).
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Figure 7: For each of the 190 stocks, we plot the average, over 2014, of the estimated round-trip costs against
the average, over the same period, of: (a) bid-ask spreads, computed as (ASK — BID)/ASK (top-
left), (b) trading volumes (top-right), (c) number of transactions (bottom-left), (d) realized volatilities
(bottom-right). All quantities are reported on a logarithmic scale.

In the top panel of Table (5), we report the sample correlations among our estimate of
round-trip costs and the other microstructure variables. In both years, correlations are large in
absolute value and highly statistically significant. In the bottom panel, we report the sample
correlations between the four microstructure variables and the FZR measure, computed as the
average fraction of 30 seconds zero returns. While the correlations among FZR, trading volume
and number of transactions are similar to the analogous correlations of 2¢, the correlations
among FZR, bid-ask spreads and realized volatility are significantly smaller. In particular,
in 2008, FZR and bid-ask spreads have a sample correlation of 21.83%, which is considerably
smaller compared to the analogous correlation of the estimated round-trip costs. The correlation
between FZR and realized volatility, in 2008, is the least significant.

To further highlight the results in Table (5), we report in Figure (8) the scatter plot of FZR
against bid-ask spreads and realized volatility in 2008. Only a few very illiquid assets, such
as ALK and AMD, are characterized by significantly large FZR, bid-ask spread and realized

volatility. For the remaining assets, it is difficult to detect a clear dependence structure in the
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Bid-ask spread Volume N. of transactions Realized volatility
Estimated Round-trip costs (2¢)
92008 0.6095 —0.7638 —0.5483 0.3368
(0.0000) (0.0000) (0.0000) (0.0000)
9014 0.8409 —0.8061 —0.6755 0.6967
(0.0000) (0.0000) (0.0000) (0.0000)
FZR
92008 0.2183 —0.7008 —0.5891 —0.1628
(0.0025) (0.0000) (0.0000) (0.0248)
9014 0.6214 —0.7293 —0.7311 0.3400
(0.0000) (0.0000) (0.0000) (0.0000)

Table 5: In the top panel, we report the cross-sectional correlation among the average round-trip cost estimates
and the average of bid-ask spreads, trading volumes, number of transactions and realized volatilities in
2008 and 201/4. In the bottom panel, we report the cross-sectional correlation among the fraction of
zero returns (FZR) measure and the latter four quantities. We show inside the parenthesis the p-values
associated to each correlation coefficient.
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Figure 8: For each of the 190 stocks, we plot the average, over 2008, of the FZR measure against the average,
over the same period, of: (a) bid-ask spreads, computed as (ASK — BID)/ASK (left) and (b) realized
volatilities (right). All quantities are reported on a logarithmic scale.

To shed light on this result, we plot in Figure (9) the daily bid-ask spread and the daily

number of transactions, both obtained by averaging these quantities over the 190 stocks. The

average number of transactions increases during the period of the global financial crisis. The

higher trading activity is not associated with an increase in liquidity, as shown by the fact that

bid-ask spreads tend to spike in 2008. It is rather imputable to the selling pressure induced by

the overall market sentiment. Since the increase in trading activity naturally leads to a smaller

FZR, liquidity appears to be spuriously large when assessed through FZR. As a consequence,



the positive correlation between FZR and bid-ask spreads found in other periods tends to vanish
here. Even the correlation between FZR and volatility disappears because volatility spikes in
this sub-sample whereas FZR does not.

The round-trip cost estimate behaves differently. From the scatter plots in Figure (6) and
from the sample correlations reported in Table (5), we still find evidence of a significant de-
pendence structure between 2c¢, bid-ask spreads and volatility in 2008. The discrete-continuous
mixture captures the high volatility spikes observed during the global financial crisis, which in
turn determine a lower probability of observing a zero return. The estimated round-trip costs
need not be spuriously small to gauge the higher trading activity observed in the market. This
particular feature of the model has a clear financial interpretation. In a bear market, investors
are willing to sell financial securities amid widespread uncertainty. Higher volatility triggers
further sales, leading to an increase in trading activity even in the presence of large transaction
costs.

Using the FZR measure to track trading costs may thus overlook such an important dimen-
sion of (il)liquidity. A viable proxy of market (il)liquidity should take into account not only
the number of zero returns but even the volatility of the information signal. From this point
of view, our approach is close to Bandi et al. (2017), which estimate a similar microstructure
model using a set of moment conditions involving the Excess Idle Time (EXIT) estimator. The
latter represents a generalization of the FZR measure which formally characterizes the devia-
tion of the observed price from the traditional assumption made in the continuous-time finance

literature of a Brownian semimartingale process.
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Figure 9: We report the time-series of bid-ask spread, computed by averaging over the 190 stocks (left panel),
and the time-series of the number of transactions, computed by averaging over the 190 stocks (right
panel).
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4.4 Forecasting Value-at-Risk

We assess the effect of illiquidity on daily VaR forecasts by carrying out with actual data a test
analogous to the one performed in the Monte-Carlo analysis of Section (3.2). To run this test,
we choose an illiquid asset not belonging to the dataset considered so far. The reason is that
this dataset is composed of frequently traded assets that feature a negligible percentage of zero
returns when sampling their prices at daily frequencies. The asset considered in this analysis
is Glen Burnie Bancorp (GLBZ), a stock with a market capitalization of 26.141 million dollars
traded on NasdaqCM. We download its daily closing prices from Yahoo Finance in the period
from 25 October 2007 to 28 September 2020. GLBZ is not traded for a significant fraction of
the considered sample, as shown by its FZR measure, which is equal to 0.4693.

We estimate the discrete-continuous mixture model on the sub-sample including the first
1000 days, from 25 October 2007 to 12 October 2011. One-day-ahead VaR forecasts are com-
puted in the remaining days by re-estimating the model on a rolling window of 1000 days.
We also compute the VaR provided by Beta-t--EGARCH and GARCH using the same rolling

window approach.

GLBZ

@ ) k v ¢
0.1714  0.8123  0.0838  4.6394  1.4962
(0.1469) (0.1342) (0.0246) (1.1485) (0.6219)

Table 6: Average of mazimum likelihood estimates for GLBZ recovered by re-estimating the discrete-continuous
mixture on a rolling window of 1000 days from 13 October, 2011 to 28 September, 2020. The values
inside the parenthesis indicate the standard deviations of the estimated parameters.

Table (6) shows the maximum likelihood estimates of the discrete-continuous mixture, av-
eraged over all the rolling windows on which the model is re-estimated. Given the significant
amount of zero returns, the estimated threshold parameter is large and highly significant. We
also note that the estimated degrees of freedom parameter is significantly lower compared to
the average values found on intraday data, see Table (4). This is because the model is now
re-estimated on time windows of 1000 days, which are likely to include jumps in prices.

The coverage rates of the three models are reported in Table (7) together with the p-
values of the Kupiec (1995) test. The null hypothesis, in this test, is that the coverage rate
is equal to the nominal confidence level. The results are quite similar to those obtained in
the Monte-Carlo analysis, showing that the coverage rates of the discrete-continuous mixture
closely match the nominal confidence levels. The VaR forecasts of the Beta-t--EGARCH are
significantly jeopardized by zero returns. As discussed in Section (3.2), this is imputable to

the downward bias on the degrees of freedom parameter, which heavily downweights volatility
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forecasts. Given the large number of zero returns in GLBZ, the VaR provided by the Beta-t-
EGARCH is virtually zero, and therefore the coverage rate reduces to the fraction of positive
returns in the sample, which is 0.6996. This example is interesting because it shows that the
use of the Beta-t-EGARCH to compute the VaR of a very illiquid asset can lead to a trivial
result.

As found in the Monte-Carlo analysis, the GARCH overestimates the VaR at 90% and 95%
confidence levels, whereas it underestimates the VaR at 99% confidence level. This result is due
to a trade-off between the non-robustness of the GARCH update, which determines spuriously
large volatility in the presence of jumps, and the misspecification coming from assuming a

normal density, which underrates the quantiles corresponding to very large confidence levels.

Beta-t-EGARCH D-C mixture GARCH

VaRoos 0.6996 0.9011 0.9352
¢ (0.0000) (0.8660) (0.0000)
VaRos 0.6996 0.9543 0.9614
¢ (0.0000) (0.3418) (0.0098)
VaRoos 0.6996 0.9916 0.9840
¢ (0.0000) (0.4412) (0.0087)

Table 7: Coverage rates of out-of-sample VaR forecasts for GLBZ at 90%, 95%, 99% confidence levels. The
values inside parenthesis are the p-values of the test of Kupiec (1995).

5 Conclusions

[liquidity has deep implications for the time-series behaviour of financial securities. The model
proposed in this paper accounts for the presence of zero returns in the process of generating
financial data, motivating the probability mass in zero in the light of well-established theories
of price formation. Our analysis shows that the use of standard volatility models can lead
to trivial results when data is affected by a significant percentage of zero returns. This is
especially evident in models that account for fat-tails in data. The excess kurtosis induced by
zero returns heavily downweights the volatility estimates of these models, leading to unreliable
VaR forecasts for illiquid assets. We show how the proposed model can be used to compute
VaR forecasts by taking into account the effect of zero returns. Given the importance of VaR
in the banking regulatory system, such results can have relevant policy implications for the
finance industry.

The analysis also provides interesting insights into the literature on liquidity measures. It

shows that using zero returns alone as a proxy for market illiquidity can lead to erroneous
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conclusions in periods of market distress characterized by an increase in trading activity. Our
model incorporates a second relevant dimension in the problem, the volatility of the informa-
tion signal. If volatility is high, the trading activity can increase as a consequence of market
sentiment, even in the case in which liquidity is low. In this circumstance, the number of zero
returns tends to decrease, determining spuriously large liquidity. Trading activity in our model
depends on both transaction costs and volatility. By capturing the high volatility observed in

these periods, the model provides a more reliable assessment of market liquidity.
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APPENDIX

A Conditional variance of observed returns

Since the discrete-continues mixture is symmetric around g; = 0, it has conditional mean equal

to zero. The conditional variance reduces to the second moment of the conditional distribution:
+oo ) +oo )
Var [?/t|}—t—1, Ut] = 2/ ytpy(yt;}"t—h Ut)dyt = 2/ (fEt - C) PX(xt; Fi1, Ut)dﬁt, (15)
0 c
with o, = e*. Carrying out the square, Equation (15) becomes:

+00 +oo
Var [?Jt|~7:t—1a Ut] =2 {/ x?px(il?t;]:t—b Ut)d$t + Cz/ pX(xt;JT_;f—la Ut)dmt
C C (16)

“+o00
— 20/ xtpx(xt;ﬂ_l,at)dxt] :

The second integral is given by fjoo px (xy; Fioq,0¢)dry = Fx(—c; Fi_1,0¢). Let us compute
the first integral:

v+1

~+oo ) ~+o0 ) 1 $§ )
xipx (zy; Fi1, 0¢)dxy = xy - NI 1+ o? dxy. (17)

Making a change of variable to t;, = ﬁ, m = %1 and dt = ﬁdx, we get:

+o0 1 72 —u Vo2 +o0 /2
2. L4 T dr — t / Y _a, (18
/c e Vo B(1/2,v/2) ( * vop ! B(1/2,m — 3) — 1T+ 18)

1-— bt,t7

Defining k = V;'? and making the change of variable b, ; = (1+ 7y so that ; +t2 =

B(1/2,m—1)
b= /1 b“ cand dbyy = g +t2 sdt;, we obtain that Equation (18) becomes:

ko[t m—2 bt ¢ ko[t m—1-3/2;1-1/2
5/{) (1 —byy) 1 _’btt dby, = 5/}) (1 —byy) by ' "dbyy, (19)

c?/vo?
1+c2/uot2 '

with b.; = Therefore, knowing that:

1
/ (1— bt,t)mflf?’ﬂb;lﬂdbm = B(1+1/2,v/2—1), (20)
0

we can re-write Equation (19) as follows:

ko [! _ k ko [le -
E/b (L=t )12 by = S B(1+1/2,0/2-1)— 5 /O (Lo 20 by, (21)
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where fObC’t(l — bnt)m_l_?’/gbz;lﬂdb@t = B(b.y; 1+1/2,1v/2 —1) is the incomplete beta function.
Thus, the first integral in Equation (16) is given by:
oo k k
/ xfpx(xt; Fi1,0¢)dxy = §B(1 +1/2,v/2-1)— §B(bc¢; 1+1/2,v/2-1)
_ vol!B(1+1/2,v/2—1) B voiB(bes; 14+ 1/2,0/2 — 1) (22)
2B(1/2,m — 1) 2B(1/2,m — 1)

_ V2 voiB(bes;14+1/2,v/2 —1)
B K 2B(1/2,v/2)

2(v —2)

We now compute the last integral in Equation (16):

v+1

+o0 +o0 1 $% T2
— QC/C rpx (z; Fi1, 0¢)dxy = —c/c 21, - N ERID) (1 + 7‘3> dxy. (23)

This is an elementary integral that can be computed immediately:

_ (v—1)
v+1

22 2
c/vo /+°° 21 <1+ z? ) 2 i, c\/vo <1+V7t?>

" B(1/2,v/2) vo? ~ B(1/2,1)2) (-1

2

—+00

vo}

L (24)

14+ <
oo (1+:5)

~B(/2v/2) D

Substituting Equation (24) and the result of Equation (22) into Equation (16), we retrieve the
conditional variance of y; as follows:

v 5 volB(bey;1+1/2,0/2—1)

Var[yt|]:t_1, O't] = + 202Fx(—c; Ft—ly Ut)

(v—2) B(1/2,v/2)
_=1 (25)
C2 2
e (1+57)
B(1/2,v/2) oy
where ﬁaf = Var[z;|F;_1, 0] is the conditional variance of z;. By noting that Fx(—c; F;_1,0,) =

1/2 —1/25(bet;1/2,v/2), we obtain the expression in Proposition 2.1.

Observe now that b.; — 1 when ¢ — +o00, and thus VU?B(Z’E(‘f/;i//Z’)V/ 22D ﬁaf . Observe also

that, since F'x(—c; F;_1, o) asymptotically behaves as C%, for v > 2 we get 22 Fx (—c; Fy_1,04) —
0 as ¢ diverges. Since also the last term in the equation above goes to zero as ¢ diverges, we
obtain Var[y,|F;_1, 0] — 0 for ¢ = +oc0.

B Score of the discrete-continuous mixture

The score of the discrete-continuous mixture in Equation (4) is:
Olnpx (x5 Fr—1, M) Oln [Fx(c; Fim1, \) — Fx(—¢; Fio1, Ad)]
+ Iyt:() .
O O\

Ut = (1 - Iyt:()) (26)
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To prove the result, we start by computing the first term in the right hand side of the equation.
Consider first the conditional log-likelihood:

I (4 (v+1) 3
1 Fin ) =In [ —— 2 | =\ — In(1+—x ). 2
npx (24 Fio1, M) = In (F (%)\/ﬁ t 9 n< + V62/\t> (27)
Taking the derivative with respect to \; gives:
1 s Fi1, A
0 npx (l‘t,ft 1, t) _ [(V+ 1)bt . 1]7 (28)
oM\
where ) o)
O /A Uit I SN (29)

- 22/ (ve2M) 4+ 1 T a+
is distributed as a beta with parameters 1/2, v/2, z., = ¢?/ (ve**) and b., is defined in Section
(2.2). We now compute the second term in the right hand side of Equation (26). Let’s remind
from Section (2.2) that Fx(c; Fi—1, M) — Fx(—¢; Fim1, \) = B (bey; 1/2,v/2), where 5(-;-,-) is
the incomplete regularized beta function. Thus:

O B(bey; 1/2,v/2)  0InB(bey; 1/2,v/2) Obey

O\ bes O\
. ]_ 35(607,5; ]_/2, I//Q) 3bc,t ((920775
T Bl 1/2.0/2)  Ober | 97 ON (30)
 p(bei1/2,0/2bes (1= bey) 2017 (1 — bey)*/?
ﬂ(bc,t;1/27y/2) B(bc,ta1/2ay/2)B(1/27 V/2)7

where pg(bet;1/2,1v/2) is the PDF of a beta distribution with parameters 1/2, v/2. Summing
Equations (28) and (30), we obtain the expression in Equation (10).

C Proof that the score has zero expectation

We can write the expected value of Equation (10) as:

B Qbi/f(l - bc,t)y/z
E(Ut> = b [(1 - Iytio)[(y + 1)bt - 1] a ]yt:() <B<bc,t; 1/27 V/Z)B(1/2’ V/2)>]

2002 (1 = bey)"'”
(bet;1/2,v/2), B(1/2,v/2)
(31)
The integral is between b.; and 1 because of the restriction b.; < b, < 1, which holds for

_ / 0+ b = 1 pi(bs 12,20y = B (i 1/2.0/2) 5

Yy # 0. The expectation of the second term gives the mass of the censored region, which is
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B (bey; 1/2,v/2). We can re-write Equation (31) as:

2017 (1 — b,)""?
B(1/2,v/2)

E(w)=(w+1) /bl bipp(by; 1/2,v/2)dby — /bl pe(by; 1/2,0/2)db, — (32)

Since bipp(by;1/2,v/2) = %pﬂbt; 1/2+1,v/2) = —5pp(b; 1/2 + 1,v/2), Equation

(32) can also be expressed as:

Bl = [ polba1/24 Lw/2db — [ pulbs1/2,0/2)a 265" (1= bey)”
(e _/bc,th ts  V L /bc,th ts ,V L B/2.0/9)

(33)

The first two terms in Equation (33) are the complementary cumulative distribution functions

of a beta distribution with parameters 3/2, v/2, and 1/2, /2 respectively. Thus:

1/2 - v/2
E(u;) = [1 = B(bes, 1/241,0/2)] — [1 = B(bey; 1/2,v/2)] — chg(fm 572))

2617 (1= bey)”?
= —B(bet, 1/2+1,0/2) + B(bes; 1/2,v/2) — B(1/2,v/2)

(34)

Using identity (26.5.16) in Abramowitz and Stegun (1972), namely —fS(b.s, 1/2 + 1,v/2) +

2522 (1—be,)"/? )
Blbes; 1/2,v/2) = =575, 77—, we end up with:

WY (1= bey)”? 21— b

Blu) = —pam072) B(1/2,v/2)

= 0. (35)
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